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1-Real Numbers 
 

1.1-Introduction.  
Numbers are a central element in mathematics. Among the different types of numbers, the 

set ℕ = {0,1,2, … } of natural numbers, the set ℤ = ℕ ∪ (−ℕ) [݉ ∈ (−ℕ) ⟺∋ ݊ ∈ ℕ; ݉ =
−݊ of relative numbers and the set ℚ of rational numbers, that is: ݎ∈ℚ, if there are 
,݌) (ݍ ∈ ℤ × ℕ∗, ݌ and ݍ are prime to each other (݌ ∧ ݍ = 1), such that ݎ = ௣

௤
. Starting from 

ℚ, whose well-known properties are assumed, namely, (ℚ, +, . , ≤) is a totally ordered set, the 
total order relation ≤, defined on ℚ is compatible with the addition + and the multiplication ×, 
and that ℚ is Archimidean i.e., ∀ݎ ∈  ℚ∗ there exists ݊ ∈  ℕ∗, such that ݎ < ݊ . The need to 
introduce a larger set than ℚ, is motivated by the fact that √2 ∉  ℚ. Indeed, if there exists ߳݌ℤ 
and ߳ݍℕ∗ with ݌ ∧ ݍ = 1, such that   ݌ଶ =  ଶ, as the square of an odd݌ ଶ, then 2 dividesݍ 2
number is odd, also 2 divides p, so there exists ݌′߳ℤ, such that ݌ = ଶ′݌hence 2 ,′݌2 =  ଶandݍ
therefore 2 divides ݍ, contradiction. Also, the two numbers ݁ and ߨ are not rational. In 
general, if ݌ is a prime number, then ඥ݌ is not an rational number,...etc. Such numbers are 
called irrational numbers. The union of rational numbers and irrational numbers constitutes 
the set ℝ of real numbers. The object of the following section, is to define the set of real 
numbers by a series of axioms, and to give a second motivation for the introduction of this set. 

 
1.2-Axiomatic definition of real numbers.  

Since, the set of real numbers, was introduced to complete the set ℚ of rational numbers, 
then we say that x is a real number if either (ݔ ∈ ℚ), or (ݔ ∉ ℚ, x is said to be an irrational 
number). The intuition of their existence is ancient (since Pythagoras and his proof of the 
irrationality of √2). Their rigorous construction, dating from the 19݅݁݉ century by Cantor 
and Dedekine. Note that we can define a real number from its decimal development, i.e. a real 
x can be seen as a relative integer constituting its integer part, separated by a comma, 
followed by an infinity of digits constituting its decimal part for example: 
ߨ = 3.1415926536. . .. This definition called arithmetic representation of a real number poses 
a certain number of problems. Also, a real number can be defined as a limit of the so-called 
Cauchy sequences in ℚ (the density of ℚ in ℝ). One of the simplest definitions of ℝ is the 
following axiomatic definition. 
Definition 1.1. The set ℝ of real numbers, provided with two internal laws: the addition noted 
+, the multiplication noted ×. and the ordering or a comparison relation noted ≤ (lower or 
equal), satisfies the following axioms. 
1-(ℝ∗, +,×)  is a commutative field. 
The addition is such that (ℝ, +)  is an Abelian group. 
,ݔ∀ (₁ܽ ,ݕ ݖ ∈ ℝ, (ݔ + (ݕ + ݖ = ݔ + ݕ) +  .The addition is associative .(ݖ
,ݔ∀ (₂ܽ ݕ ∈ ℝ, ݔ + ݕ = ݕ +  .The addition is commutative .ݔ

ݔ∀ (₃ܽ ∈ ℝ, ݔ + 0 = 0. 0 is a neutral element for addition. 
ݔ∀ (₄ܽ ∈ ℝ, ݔ + (ݔ−) = 0. Each element ݔ admits a symmetric for the addition noted 
ݔ− ∈ ℝ . 
The multiplication is such that (ℝ∗,×), is an Abelian group, (ℝ∗ = ℝ ∖ {0}). 
,ݔ∀ (₅ܽ ,ݕ ݖ ∈ ℝ, (ݔ × (ݕ × ݖ = ݔ × ݕ) ×  .Multiplication is associative .(ݖ
,ݔ∀ (₆ܽ ݕ ∈ ℝ, ݔ × ݕ = ݕ ×  .Multiplication is commutative .ݔ
ݔ∀ (₇ܽ ∈ ℝ, ݔ × 1 =  .is a neutral element for multiplication 1 .ݔ
ݔ∀ (₈ܽ ∈ ℝ∗, ݔ × ଵିݔ = 1. Each element x in ℝ∗ admits the reverse for the multiplication, 
noted ିݔଵ or ଵ

௫
 ∈ ℝ∗. 
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Multiplication is distributive with respect to addition. 
,ݔ∀ (₉ܽ ,ݕ ݖ ∈ ℝ, ݔ × ݕ) + (ݖ = ݔ) × (ݕ + ݔ) ×  .(ݖ
2-(ℝ, ≤)is completely ordered. 
a₁₀) ∀ݔ ∈ ℝ, ݔ ≤  .The ordering is reflexive .ݔ
a₁₁) ∀ݔ, ,ݕ ݖ ∈ ℝ, if (ݔ ≤ ݕ and ݕ ≤ ݔ then (ݖ ≤  .The ordering is transitive .ݖ
a₁₂) ∀ݔ, ݕ ∈ ℝ, if (ݔ ≤ ݕ and ݕ ≤ ݔ) then (ݔ =  .The ordering is antisymmetric .(ݕ
a₁₃) ∀ݔ, ݕ ∈ ℝ, ݔ ≤ ݕ or ݕ ≤  .The comparison relation is a total ordering .ݔ
For every ݔ, ݕ ∈ ℝ, we write ݔ ≤ ݕ or equivalently (ݕ is less than or equal to ݔ) ݕ ≥  is ݕ) ݔ
upper than or equal to ݔ), and the ordering (ݔ ≤ ;ݕ ݔ  ≠ ݔ) is written (ݕ <  is less than ݔ) (ݕ
 .(ݔ is upper than ݕ) or ,(ݕ
A real number ݔ is said to be positive if 0 <  the set of positive real numbers is denoted by ,ݔ
ℝା

∗ ݔ is said to be negative if ݔ , < 0, the set of negative real numbers is denoted by ℝି
∗ . In the 

sequel, for every ݔ, ݕ ∈ ℝ, we write ݔ − ݔ instead of ݕ + ݔ instead of ݕݔ and (ݕ−) ×  .ݕ
3-Compatibility of the ordering ≤ with addition and multiplication. 
a₁₄) ∀ݔ, ,ݕ ,′ݔ ′ݕ ∈ ℝ, satisfying (ݔ ≤ ′ݔ and ݕ ≤ ݔ) we have ,(′ݕ + ݔ ′ ≤ ݕ +  The .(′ݕ
ordering ≤ is compatible with addition. 
a₁₅) ∀ݔ, ,ݕ ,′ݔ ′ݕ ∈ ℝ∗, satisfying (ݔ ≤ ′ݔ and ݕ ≤ ݔݔ) we have ,(′ݕ ′ ≤  ≥ The ordering .(′ݕݕ
is compatible with multiplication. 
As a consequence: for every ݔ, ݔ in ℝ, (if ݕ ≤ ݕ− then ݕ ≤ ,ݔ and for every (ݔ−  in ℝ∗, (if ݕ
ݔ ≤ ¹⁻ݕ then ݕ ≤  .(¹⁻ݔ
 
1.3-Intervals, absolute value, bounded parts 
Definition 1.2. A non-empty part ܧ in ℝ is an interval if, ∀ݔ, ݕ ∈ ݔ satisfying ܧ <  there ,ݕ
exists ݖ ∈ ݔ such that ܧ < ݕ <  .ݖ
If ܽ, ܾ and ₀ݔ are three real numbers such that: ܽ < ₀ݔ < ܾ. The unbounded open intervals of 
ℝ are: ] − ∞, ܽ[, ]ܾ, +∞[, ℝ =] − ∞, +∞[, and the open bounded interval of ℝ is ]ܽ, ܾ[. The 
unbounded closed intervals of ℝ are: ] − ∞, ܽ], [ܾ, +∞[, ℝ =] − ∞, +∞[ and the closed 
bounded interval of ℝ is [ܽ, ܾ]. Neither open nor closed bounded intervals of ℝ are ]ܽ, ܾ],
[ܽ, ܾ[. In the case where ܽ = ܾ, [ܽ, ܽ] = {ܽ} and ]ܽ, ܽ[= ∅. The numbers ܽ and ܾ are called 
the limits of the interval and ܾ − ܽ is its length. The total order relation makes it possible to 
define the absolute value function in ℝ. 
Definition 1.3. The absolute value in ℝ, is a function noted |. |, defined from ℝ to ℝ₊ by: 

ݔ∀ ∈ ℝ, |ݔ| = ൜ ,ݔ if 0 ≤ ;ݔ
,ݔ− if ݔ < 0,

� 
As a direct consequence we have: 
ݔ∀ ∈ ℝ, ݔ) ≤ ߙ and if (|ݔ| ∈ ℝ₊ (fixed), (|ݔ| ≤ ߙ ⟺ ߙ− ≤ ݔ ≤  . (ߙ
Proposition 1.1. The following are true, for every ݔ, ݕ ∈ ℝ: 
|ݔ| ) (1 = 0 ⟺ ݔ = 0). 
|ݕݔ| (2 = |ଶݔ| ,So .|ݕ||ݔ| = ଶ|ݔ| =  .ଶݔ
ݔ| (3 + |ݕ ≤ |ݔ| +  .(triangular inequality) ,|ݕ|
|ݔ|| (4 − ||ݕ| ≤ ݔ| −  .|ݕ
Proof. 1) evident. 2) if ݔ and ݕ have the same sign, then |ݕݔ| =  In the case where .ݕݔ
,ݔ ݕ ∈ ℝ₊, |ݔ| = |ݕ| and ݔ = ,ݔ and in the case where ,ݕ ݕ ∈ ℝ₋, |ݔ| = |ݕ| and ݔ− =  so ,ݕ−
in both cases |ݕ||ݔ| = |ݕݔ| are of different signs, then ݕ and ݔ If .ݕݔ =  In the case .(ݕݔ)−
where for example ݔ ∈ ℝ₊ and ݕ ∈ ℝ₋, |ݔ| = |ݕ| and ݔ = |ݕ||ݔ| then ,ݕ− = (ݕ−)ݔ =
ݖ∀ (Since, from, 2 (3 .(ݕݔ)− ∈ ℝ, ²|ݖ| = ,ݔ then for any ,²ݖ ݕ ∈ ℝ, we have |ݔ + ²|ݕ = ݔ) +
²(ݕ = ²|ݔ| + ݕݔ2 + ²|ݕ| ≤ ²|ݔ| + |ݕ||ݔ|2 + ²|ݕ| = |ݔ|) + ,²(|ݕ| so |ݔ + |ݕ ≤ |ݔ| +  We (4 .|ݕ|
demonstrate in the same way that: ∀ݔ, ݕ ∈ ℝ, |ݔ|| − ||ݕ| ≤ ݔ| +  by ݕ and by replacing ,|ݕ
 .in the last inequality, we get the result (ݕ−)
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Definition 1.4 Let ܧ be a non-empty part of ℝ. We say that: 
ݔ∀ ,such that ܯ is bounded above, if there is a real number ܧ (݅ ∈ ,ܧ ݔ ≤  is ܯ in this case ,ܯ
called an upper bound of ܧ. 
ݔ∀ ,is bounded below, if there is a real number m such that ܧ (݅݅ ∈ ,ܧ ݉ ≤  in this case m is ,ݔ
called a lower bound of ܧ. 
 is bounded, if E is both bounded above and below. Equivalently: E is bounded⟺there ܧ (݅݅݅
exists ߙ ∈ ℝ₊, such that ∀ݔ ∈ ,ܧ |ݔ| ≤  .ߙ
Remark 1.1 
 ܽ) If ܯ is an upper bound of ܧ, any element greater than ܯ is also an upper bound of ܧ. 
When ܧ is bounded above, the least upper bound of ܧ is called the supremum of ܧ, and 
denoted by ܧ݌ݑݏ, or ݉ܽܧݔ if it belongs to ܧ. The ܧ݌ݑݏ when it exists, it is unique. 
ܾ) If ݉ is a lower bound of ܧ, any element less than m is also a lower bound of ܧ. When ܧ is 
bounded below, the first lower bound of ܧ is called the infimum of ܧ and denoted by ݂݅݊ܧ, 
or ݉݅݊ܧ if it belongs to ܧ. The infE when it exists, it is unique. 
ܿ) In the case where a non-empty part ܧ of ℝ is bounded, [݂݅݊ܧ,  is the smallest closed [ܧ݌ݑݏ
interval containing ܧ. 
Let us end the axiomatic definition of ℝ, by the following. 
4-Axiom of the upper bound. 
ܽ₁₆) Any non empty, bounded above (respectively bounded below) part of ℝ, has an 
supremum (respectively an infimum). 
Remark 1.2. If ݔ, ݕ ∈ ℝ such that ݔ < ݕ + ,ߝ ߝ∀ > 0, then ݔ ≤  Indeed, suppose that x>y .ݕ
then for ߝ = ݔ − ݔ we have ,ݕ < ݕ + ݔ − ݕ =  .contradiction ,ݔ
Proposition 1.2. Let ܧ be a bounded part of ℝ, ₀ܯ and ݉₀ two real numbers, then: 

₀ܯ (1 = ⟺ ܧ݌ݑݏ ൜݅) ∀ݔ ∈ ℝ, ݔ ≤                                                                    ;₀ܯ
ߝ∀ (݅݅ > 0, there exists ݔఌ ∈ ,ܧ such that ₀ܯ − ߝ < ఌݔ .

� 

 2) ݉₀ = ⟺ ܧ݂݊݅ ൜݅)∀ݔ ∈ ℝ, ݉₀ ≤                                                                    ;ݔ
ߝ∀ (݅݅ > 0, there exists ݔఌ ∈ ,ܧ such that ݔఌ < ݉₀ + .ߝ

� 

Proof. 1) Since ₀ܯ is the an upper bound of ܧ, then ݅) ∀ݔ ∈ ,ܧ ݔ ≤  ,(݅݅ To demonstrate .₀ܯ
suppose that there exists ߝ > 0, such that ∀ݔ ∈ ,ܧ ݔ ≤ ₀ܯ − ₀ܯ that is ,ߝ −  is an upper ߝ
bound of ܧ less than ₀ܯ, contradiction with the definition of ܧ݌ݑݏ. Reciprocally ݅) implies 
that ₀ܯ is an upper bound of ܧ.To demonstrate that ₀ܯ is the least upper bound of ܧ, suppose 
that there exists ܯ଴

′ < ଴ܯ such that ,₀ܯ
′ = ߝ∀ ( According to ݅) and .ܧ݌ݑݏ > 0, there exists 

ఌݔ ∈ ₀ܯ such that ,ܧ − ߝ < ఌݔ ≤ ଴ܯ
′ < ₀ܯ so ,₀ܯ < ଴ܯ

′ +  using the remark 1.2, we get ,ߝ
଴ܯ

′ =  .Property 2) is demonstrated in the same way .₀ܯ
Example 1.1. 
ܽ) If, ܧ = {−1,0,1} then, ݂݅݊ܧ = ܧ݊݅݉ = −1 and ܧ݌ݑݏ = ܧݔܽ݉ = 1. 
ܾ) If ܧ = [0,1] then, ݂݅݊ܧ = ܧ݊݅݉ = 0 and ܧ݌ݑݏ = ܧݔܽ݉ = 1. 
ܿ) If ܧ = [0,1[ then, ݂݅݊ܧ = ܧ݊݅݉ = 0 and ܧ݌ݑݏ = 1. 
݀) If ܧ =]0,1] then, ݂݅݊ܧ = 0 and ܧ݌ݑݏ = ܧݔܽ݉ = 1. 
݁) If ܧ =]0,1[ then, ݂݅݊ܧ = 0 and ܧ݌ݑݏ = 1. 
Let us demonstrate, for example that in ) ܧ݌ݑݏ = 1. Using property ܽ) in Proposition 1.2, it 
is clear that ݅) ∀ݔ ∈ ,ܧ ݔ < 1. To demonstrate ݅݅), let ߝ > 0, if ߝ ≤ 1 then 0 ≤ 1 − ߝ < 1, as 
ℝ is an interval, there exists ݔఌ∈ℝ such that 1 − ߝ < ఌݔ < 1, so ݔఌ ∈ If, 1 .ܧ <  then ,ߝ
1 − ߝ < 0 < ,ݔ ݔ∀ ∈  .ܧ
Example 1.2. This is still a motivation to introduce the set ℝ. Let ܧ = ݎ} ∈ ℚ₊, ²ݎ < 2} be a 
part of ℚ. As 0 ∈ ܧ , ܧ ≠ ∅ and as ∀ݎ ∈ ,ܧ 0 ≤ ݎ < √2 < 2, then ܧ is bounded in ℚ, and 
ܧ݊݅݉ = 0 ∈ ℚ₊. But ܧ݌ݑݏ is not in ℚ, which shows that the axiom ܽ₁₆ of the upper bound is 
not true in ℚ. Let us prof that ܧ݌ݑݏ ∉ ℚ. Suppose that, there exists ݌ ∈ ℤ, ݍ ∈ ℕ∗, such that 
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ܧ݌ݑݏ = ௣
௤

= In the case where 0 .ݎ < 2 − ݏ we have ,²ݎ = ଶି௥²
ହ

∈ ℚା
∗ , so ݏ < 1 and (ݎ +

²(ݏ = ²ݎ + ݏݎ2 + ²ݏ < ²ݎ + ݏ5 = 2, witch implies that ݎ + ݏ ∈ ݏ therefore ܧ ≤ 0, 
contradiction. In the case where 0 < ²ݎ − 2, we have  ݏ = ௥²ିଶ

ହ
∈ ℚା

∗ , so ݏ < 1 and (ݎ − ²(ݏ >

²ݎ − ݏݎ2 > ²ݎ − ݏ4 = ௥²ା଼
ହ

> 2, it follows that ݎ − ݏ ∈ ℚା
∗  and ݎ −  ,ܧ is an upper bound of ݏ

witch is less than ݎ, contradiction. 
 
૚. ૝-Archimed's axiom, everywhere density of ℚ in ℝ 

In all of the following: ࡯ࡿ denotes the complement of any set ܵ  iffy means, if and only if, 
i.e. means, that is △  and ∇ be any family of elements ߙ (sets of indices). 
Proposition 1.3 (Archimed’s axiom). ℝ is Archimedean, i.e: For every ݔ, ݕ ∈ ℝା

∗  satisfying 
ݔ < ݊ there exists ݕ ∈ ℕ∗, such that ݕ ≤  .ݔ݊
Proof. Suppose that, there exist ₀ݔ and ₀ݕ in ℝ, ₀ݔ < ݊ and for all ₀ݕ ∈ ℕ∗, ₀ݔ݊ <  Since a .₀ݕ
non empty part ܧ = ;₀ݔ݊}  ݊ ∈ ℕ∗} is bounded above by ₀ݕ. For ₀ܯ = ߝ and ܧ݌ݑݏ = ୑₀

ଶ
> 0, 

there exists ݊₀ ∈ ℕ∗ such that, ₀ܯ − ୑₀
ଶ

< ₀ܯ hence ,₀ݔ₀݊ < as 2݊₀ ,₀ݔ(2݊₀) ∈  ,ܧ
contradiction. 
Remark 1.3. 
ܽ) The set ℕ of natural numbers is unbounded above. That is for every ݕ ∈ ℝା

∗ , there exists 
݊ ∈ ℕ∗, such that ݕ ≤ ݊. It suffices to take ݔ = 1 in the proposition 1.2. 
ܾ) The set ℤ of relative numbers is both unbounded above and below, since (−ℕ) is 
unbounded below. 
.૚ ܖܗܑܜܑܖܑ܎܍۲ ૞ (everywhere dense part in ℝ). A non-empty part ܧin ℝ, is said to be 
everywhere dense in ℝ if, for all ݔ, ݔ ,in ℝ ݕ < ݖ there exists ݕ ∈ ݔ such that ,ܧ < ݖ <  .ݕ
Proposition 1.4. ℚ is everywhere dense in ℝ. 
Proof. Let ݔ, ݔ are in ℝ with ݕ < ݔ :in ℚ such that ݎ Let us prove that there exists .ݕ < ݎ <
ݖ Since .ݕ = ଵ

௬ି௫
> 0, there exists ݊ ∈ ℕ∗ such that ݖ = ଵ

௬ି௫
< ݊, or ݊ݔ + 1 <  ,(∗) ݕ݊

likewise for ݊ݔ ∈ ℝ, there exists ݇ ∈ ℕ∗ such that ݊ݔ < ݇. Let ܧ = {݇ ∈ ℕ∗; ݔ݊  < ݇} and 
ܨ = ݔ݊} ∈ ℝ; ݖ  <  .ܧ is bounded above by the elements of ܨ are non-empty, and ܨ and ܧ ,{݊
Let ݌ = ݌ then ,ܨ݌ݑݏ ∈ ߝ and for ܧ = 1, there exists ݊ ∈ ℕ∗ such that ݌ − 1 < ݔ݊ <  ,݌
witch implies that ݊ݔ < ݌ < ݔ݊ + 1, using (∗) we obtain ݊ݔ < ݌ < ݔ ݎ݋ ݕ݊ < ୮

௡
< ,ݕ ݎ) =

୮
௡

∈ ℚ). 
Example 1.3. 
ܽ) √2 is the supremum of ܧ = ݎ} ∈ ℚ₊, ²ݎ < 2}. Indeed ݅) ∀ݎ ∈ ,ܧ ݎ < √2,  ݅݅) For 0 < ߝ ≤
 √2, we have 0 ≤ √2 − ߝ < √2, since ℚ is everywhere dense in ℝ, there exists ݎఌ ∈ ℚ such 
that, 0 ≤ √2 − ߝ < ఌݎ < ఌݎ) 2√ ∈ If, √2 .(ܧ < then √2 ,ߝ − ߝ < 0 ≤ ,ݎ ݎ∀ ∈  .ܧ
ܾ) The set ℚ஼, of the irrational numbers is everywhere dense in ℝ. Note that, for every ∈ ℚ 
ߚ) ≠ 0), ߙ + 2√ߚ ∈ ℚ஼. Then if ݔ, ݕ ∈ ℝ, ݔ < ݎ there exists ݕ ∈ ℚ such that ݔ < ݎ <  .ݕ
Since √ଶ

୷ି୰
∈ ℝା

∗ , there exists ݊ ∈ ℕ∗, such that √ଶ
୷ି୰

< ݊, then ݔ < ݎ + ଵ
୬

 √2 < ݎቀ ݕ + ଵ
୬

 √2 ∈
ℚܥ. 

2-The Euclidean Topology, Topological space 
 

2.1-Introduction 
Starting from the open intervals in ℝ. We will define, the notion of open set, i.e. the parts 

of ℝ which are the union of open intervals. We will demonstrate that, the open sets are stable 
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by any union, and stable by the finite intersection. Let { ఈܱ; ߙ  ∈ ∆} be a family of sets in ℝ, 
where ∀ߙ ∈ ∆, ఈܱ is the union of the open intervals in ℝ, then, the family ߬௨  = {∅, ఈܱ; ߙ ∈
∆} define in addition to the algebraic stricture, a topological structure on ℝ. Open sets and 
therefore open intervals play a fundamental role in real analysis, namely: the study of the limit 
of a sequence, the continuity of a function, the derivability,...etc. In its primitive form 
topology was called situation geometry, or analysis situs. It is therefore a specific 
mathematical domain of geometry, which interested in the qualitative properties of 
mathematical objects, independently of any measurement. The study of topology requires at 
first a certain act of faith, which will make the internal beauty of this theory easier. 

 
2.2-Open sets, closed sets, neighborhoods  
Definition 2.1. 
ܽ) Let ₀ݔ ∈ ℝ and ߜ > 0, the interval ₀ݔ)ܫ, (ߜ ₀ݔ[= − ,ߜ ₀ݔ +  is called the open interval ]ߜ
centered in ₀ݔ with radius ߜ. 
ܾ) The non-empty set ܱ in ℝ, is called the open set, if ∀ݔ ∈ ܱ, there exists ߜ > 0, such that, 
ݔ[ − ,ߜ ݔ + ⊃]ߜ ܱ. 
ܿ) The complement of any open set in ℝ is called a closed set. 
݀) Let ₀ݔ ∈ ℝ, we say that, the set ܰ is a neighborhood of ₀ݔ, if there exists an open set O 
containing ₀ݔ, and ܱ ⊂ ܰ. 
Example 2.1. 
ܽ) All open intervals in ℝ is an open set. For example ∀ܽ, ܾ ∈ ℝ, the open intervals ]ܽ, ܾ[ and 
] − ∞, ܽ[ are open sets. Indeed for each ݔ ∈]ܽ, ܾ[, there exists ߜ = ଵ

ଶ
ݔ)݊݅݉ − ܽ, ܾ − (ݔ > 0, 

such that ]ݔ − ,ߜ ݔ + ,ܽ[⊃]ߜ ܾ[ and, for ݔ ∈] − ∞, ܽ[, there exists ߜ = ௫ି௔
ଶ

> 0 such that 
ݔ[ − ,ߜ ݔ + [⊃]ߜ − ∞, ܽ[. 
ܾ) ℝ is open, since ∀ݔ ∈ ℝ and ∀ߝ > 0, the open interval ]ݔ − ,ߝ ݔ + ⊃]ߝ ℝ. 
c) ∀ܽ, ܾ ∈ ℝ, the closed intervals ] − ∞, ܽ] and [ܾ, +∞[ are closed sets, indeed, 
 ] − ∞, ܽ]஼ =]ܽ, +∞[, and[ܾ, +∞[஼  =] − ∞, ܾ[. 
݀) The interval [ܽ, ܾ[is not open, indeed ∀ߝ > 0, ]ܽ − ,ߝ ܽ + ⊉]ߝ [ܽ, ܾ[, since between ܽ −  ߝ
and ܽ there exits at last an number less than ܽ. Also he interval ]ܽ, ܾ]is not open. 
݁) ∅ is closed. Since ∅஼=ℝ. 
The open sets in ℝ satisfied the following properties: 
Proposition 2.1. 
ܱ₁-The union of any family of open sets is open. 
ܱ₂-The intersection of any finite family of open sets is open. 
Proof. ܱ₁-Let { ఈܱ; ߙ  ∈ ∆} be a family of the open sets in ℝ. Then for ݔ ∈∪ఈ∈∆ ఈܱ, there 
exists ߙ ∈ ∆ such that ݔ ∈ ఈܱ, therefore, there exists ߜ > 0 such that ]ݔ − ,ߜ ݔ + ⊃]ߜ ఈܱ ⊂
∪ఈ∈∆ ఈܱ, hence ∪ఈ∈△ ఈܱ is an open. ܱ₂-Let { ఈܱ; ߙ  = 1, . . . , ݊} be a finite family of the open 
sets in ℝ. Then for ݔ ∈∩ఈୀଵ 

௡
ఈܱ, we have ݔ ∈ ఈܱ , ߙ∀ ∈ {1, . . . , ݊} therefore there exists 

ఈߜ > 0, such that, ]ݔ − ,ఈߜ ݔ + ⊃]ఈߜ ఈܱ , ߙ∀ ∈ {1, . . . , ݊} then for ߜ = ఈߜ}݊݅݉ , ߙ =
 is an open set. The collection ߙܱ݊ 1=ߙ∩ witch implies that ,ߙܱ݊ 1=ߙ∩⊃]ߜ+ݔ,ߜ−ݔ[ ,݊,...,1
߬௨ = {∅, ℝ} ∪ { ఈܱ; ߙ  ∈ ∆}, where ∀ߙ ∈ ∆, ఈܱ is an open set of ℝ, is called the Euclidean (or 
usual, or natural) topology of ℝ, the couple (ℝ, ߬௨) is called Euclidean (or usual, or 
natural) space. 
A topology can be defined on any nonempty set as follows: 
Definition 2.2. Let ܧ be a nonempty set. A family τ of subsets of ܧ is called a topology, if: 
݅) ∅ and E are in τ. 
݅݅) The union of any collection of elements of τ is an element of τ, (τ is stable by the union). 
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݅݅݅) The intersection of any finite collection of elements of τ is an element of τ, (τ is stable by 
the finite intersection ). 
The elements of τ are called the open sets, and (ܧ, ߬) is called a topological space. If ܱ ∈ ߬, 
ܱ஼ is called a closed set in ܧ and a set ܰ ⊂  is called a neighborhood of a non-empty part ܧ
ܱ if there exists ,ܧ of ܣ ∈ ߬ such that ܣ ⊂ ܱ ⊂ ܰ. When ܣ =  we say that ܰ is a ,{ݔ}
neighborhood of the point x. 

In the sequel, we use indifferently, space and subspace (respectively space ℝ) instead of, 
topological space and topological subspace (respectively instead of (ℝ, ߬௨)). 
Example 2.2. In the space ℝ 
ܽ) ∀ܽ ∈ ℝ, the singleton {ܽ} is closed, indeed for any ܽ ∈ ℝ, {ܽ}஼ =] − ∞, ܽ[∪]ܽ, +∞[ which 
is according to ܱ₂ is an open. 
ܾ) ℕ and ℤ are closed sets, since ℕ஼  =∪୬∈ℕ ]n, n + 1[ and ℤ஼  =∪୬∈ℤ ]n, n + 1[. 
ܿ) ℚ and ℚ஼ are neither open nor closed. In deed, suppose that ℚ is open then ∀ݎ ∈ ℚ, there 
exists ߜ > 0 such that ]ݎ − ,ߜ ݎ + ⊃]ߜ ℚ, as ℚ஼ is everywhere dense in ℝ, there exists 
ߙ ∈ ℚ஼, ߙ ݎ[∋ − ,ߜ ݎ + ⊃]ߜ ℚ contradiction. By the density of ℚ in ℝ, we deduce that ℚ஼ is 
not open and hence ℚ and ℚ஼ are not closed. 
݀) Only ∅ and ℝ are both open and closed (clopen). Indeed, if a subset ܣ of ℝ is clopen, then 
ܣ = ∅. Since if we suppose that ܣ ≠ ∅, then for ݔ ∈ A஼, one of the tow subsets ܣ ∩] − ∞,  [ݔ
and ܣ ∩ ,ݔ] +∞[ is nonempty. Suppose that ܤ = ܣ ∩ ,ݔ] +∞[≠ ∅, witch is clopen, then B is 
closed and bounded bellow, therefore it has an minimum. Let ܾ = ܤ as also ,ܤ݊݅݉ = ܣ ∩
,ݔ[ +∞[ and B is open for ܾ ∈ ߜ there is ,ܤ > 0, such that ]ܾ − ,ߜ ܾ[ ⊂]ܾ − ,ߜ ܾ + ⊃]ߜ
 .witch implies that b is not the minimum of B, contradiction,ܤ
Remark 2.1 The intersection of any family of open set is not always open. In the space ℝ for 
example, the family of open intervals ቄܫ௡ ቀ0, ଵ

௡
ቁ , ݊ ∈ ℕ∗ቅ, is such that ∩௡∈ℕ∗ ,௡ ቀ0ܫ ଵ

௡
ቁ = 0 

which is a closed set. It is clear that 0 ∈ ,௡ ቀ0ܫ ଵ
௡

ቁ , ∀݊ ∈ ℕ∗ then 0 ∈∩௡∈ℕ∗ ,௡ ቀ0ܫ ଵ
௡

ቁ and if 

 x ∈∩௡∈ℕ∗ ,௡ ቀ0ܫ ଵ
௡

ቁ, i.e. − ଵ
௡

< ݔ < ଵ
௡
, ∀݊ ∈ ℕ∗, hence when ݊ → +∞, ݔ = 0. 

On a non-empty set E, we can define several topologies and a subset of the space E can be 
open, closed, open and closed (clopen), neither open nor closed. If τ and ߪ are topologies on 
E, τ is called coarser (or weaker or smaller) than σ, equivalently σ is called finer (or 
stronger or larger) than τ, if every element of τ is an element of σ, and the relationship is 
expressed as ߬ ⊂ ߬ ,Of course, as sets of sets .ߪ ⊂  The ordering ⊂ is only a partial .ߪ
ordering. We say that τ is equal to σ if, τ⊂σ and σ⊂τ. 
Example 2.3. Let E be a non-empty set. 
ܽ) Let ࣪(ܧ) be the collection of all parts of E, then ࣪(ܧ) is a topology on E, denoted τௗ௜௦  
called a discrete topology and E is called a discrete space. This topology is the finest 
topology for E, since any open set of other topology is an open set in this topology. 
ܾ) The family τ௜ௗ௜௦ = {∅, ℝ} is a topology on E, called indiscrete topology and E is called 
indiscrete space. This topology is the coarset topology in E, since any open set of this 
topology is an open set in other topology. 
ܿ) The family ߬ = {∅, {0}, {1}, {2}, {0,1}, {0,2}, {1,2}, ܧ where ,{ܧ = {0,1,2} is a topology on 
ℝ. 
݀) The family ߬ = {[ܽ, ܾ[, ܽ, ܾ ∈ ℝ}⋃{∅, ℝ} is a topology on ℝ. 
݁) The collection τୡ୭୤ = {∅,  ஼}, where A is finite i.e., the collection consisting of the emptyܣ
set and, those subsets of E whose complements are finite. τୡ୭୤  is a topology on E, called 
cofinite topology and E is called cofinite space. For the proof, it suffices to apply the De 
Morgan's Laws and to remark that, ∅ is finite, the arbitrary intersection of finite sets is finite 
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and the finite union of finite sets is finite. In ℝ, τୡ୭୤ ⊂߬௨, since if ܱ ∈ τୡ୭୤ , there is a finite 
ܣ ⊂ ℝ, such that ܱ = ܱ ஼, since A is closed in the space ℝ, thenܣ ∈ ߬௨. 
݂) Let E an uncountable set τୡ୭ୡ = {∅,  ஼}, where A is countable i.e., the collectionܣ
consisting of the empty set and, those subsets of E whose complements are countable. Then 
τୡ୭ୡ is a topology in E, called cocountable topology and E is the cocountable space  
݃) Let ࣨ = {∅, ௡ܰ = {1,2, . . . , n};  n ∈ ℕ∗} be the family consisting of subsets of ℕ∗, then 
(ℕ∗, ࣨ) is a topology in ℕ∗. Indeed, ݅) ∅, ℕ∗ ∈ ࣨ. ݅݅) If, ୬ܰ₁ = {1,2, . . . , n₁},  ୬ܰ₂ =
{1,2, . . . , n₂}, . . . N୬ౡ = {1,2, . . . , n୩}, any arbitrary collection of the elements of ࣨ, then 
∪௞∈ℕ∗ N୬ౡ = {1,2, . . . , j}, where ݆ = ,n୩}݌ݑݏ ݇ ∈ ℕ∗} if it exists, if not ∪௞∈ℕ∗ N୬ౡ = ℕ∗, then 
∪௞∈ℕ∗ N୬ౡ ∈ ࣨ. ݅݅݅) If, ୬ܰ₁ = {1,2, . . . , n₁},  ୬ܰ₂ = {1,2, . . . , n₂}, . . . , N୬ౡ = {1,2, . . . , n୩} is a 
finite collection of the elements of ࣨ, then ∩௜ୀଵ

௞ , N୬౟ = {1,2, . . . , l}, where ݈ = ݉݅݊{n୧, 1 ≤
݅ ≤ ݇}, then ∩௜ୀଵ

௞ , N୬౟∈ ࣨ. 
As a direct consequence of the proposition 2.1 and De Morgan's Laws, if {ܵఈ; ߙ  ∈△} is 

any family of sets in ℝ, then ∪α∈△ ܵα
஼ = (∩α∈△ ܵα)஼, we have: 

Corollary 2.1 
 .The intersection of any collection of closed sets is closed-₁ܥ
 .The union of any finite family of closed sets is closed-₂ܥ
Remark 2.2. The union of any family of closed sets is not hallways closed. In the space ℝ, 
the countable family of closed intervals ܫ௡ = ቂ0,1 − ଵ

୬
ቃ , n ∈ ℕ∗ is such that ∪୬∈ℕ∗ ௡ܫ = [0,1[ 

which is not closed. In fact, if ݔ ∈∪୬∈ℕ∗ ௡, there exists n₀∈ℕ∗ such that 0ܫ ≤ ݔ ≤ 1 − ଵ
୬₀

< 1, 

then ݔ ∈ [0,1[. Conversely, if 0 ≤ ݔ < 1, then ଵ
ଵି୶

> 0, from Archimed's axiom, there exists 

n₀∈ℕ∗ such that ଵ
ଵି୶

< ݊₀ or ݔ < 1 − ଵ
୬₀

, then ݔ ∈∪୬∈ℕ∗  .௡ܫ
In the sequel, ࣨ(ݔ) denote the collection of any neighborhoods of ݔ. Before giving 

neighborhood properties, note that in any topological space, we have the following useful 
property. 
Proposition 2.2. The non-empty set, is open iffy it is a neighborhood of each of its points. 
Proof. Let ܷ a non-empty part of E, then U is open if there exists ܱ ∈ ߬, such that ܷ = ܱ. If 
ݔ ∈ ܷ, since ݔ ∈ ܷ ⊂ ܷ, then ܷ ∈ ܷ Reciprocally, if .(ݔ)ࣨ ∈  there exists (ܰ߳ݔ) (ݔ)ࣨ

௫ܱ ∈ τ such that ݔ ∈ ௫ܱ ⊂ ܷ, then ∪୶∈୙ ௫ܱ ⊂ ܷ and since ܷ =∪୶∈୙ {ݔ} ⊂∪୶∈୙ ௫ܱ, therefore 
ܷ =∪୶∈୙ ௫ܱ, by ܱ₁ in proposition 2.1, ܷ ∈ ߬. 
Theorem 2.1. In any space (ܧ,  .have the following properties (ݔ)ࣨ ,(߬
ܰ₁-Any point x of E has at least one neighborhood, and ∀ܰ ∈ ,(ݔ)ࣨ ݔ ∈ ܰ. 
N₂-If, { ఈܰ; ߙ  ∈△} is a family of elements in ࣨ(ݔ), then ∪α∈△ ఈܰ ∈  is stable (ݔ)ࣨ)  ,(ݔ)ࣨ
by the union) 
N₃-If, { ఈܰ; ߙ  = 1, . . . , ݊} is a finite elements of ࣨ(ݔ), then ∩αୀଵ

௡
ఈܰ ∈  is (ݔ)ࣨ) ,(ݔ)ࣨ

stable by a finite intersection). 
N₄-If, there exists a set M of E containing ܰ ∈ ܯ then ,(ݔ)ࣨ ∈  is hereditary (ݔ)ࣨ) ,(ݔ)ࣨ
on the right) or (absorption property). 
N₅-If, ܰ ∈ ܯ there exists ,(ݔ)ࣨ ∈ ܰ such that ,(ݔ)ࣨ ∈ ݕ∀ ,(ݕ)ࣨ ∈ ܯ) ܯ ⊂ ܰ). 
Proof. N₁-Since ݔ ∈ ܧ witch is an open, by proposition 2.2 ܧ ∈ ܰ if ,(ݔ)ࣨ ∈  there ,(ݔ)ࣨ
exists ܱ ∈ ߬ such that ݔ ∈ ܱ ⊂ ܰ. N₂-Let ݔ ∈∪α∈∆ ఈܰ, there exists ₀ߙ ∈ ∆, such that ݔ ∈ αܰ₀, 
hence there exists ܱ ∈ ߬ such that ݔ ∈ ܱ ⊂ αܰ₀ ⊂∪α∈△ ఈܰ, then ∪α∈△ ఈܰ ∈  N₃- If, for .(ݔ)ࣨ
ߙ = 1, . . . , ݊, ఈܰ ∈ there exists ఈܱ ;(ݔ)ࣨ ∈ τ, x ∈  ఈܱ ⊂ ఈܰ then ݔ ∈ ܱ =∩αୀଵ

௡
ఈܱ ⊂

∩αୀଵ
௡

ఈܰ, hence ∩αୀଵ
௡

ఈܰ ∈ ܰ N₄- Since .(ݔ)ࣨ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ߬ such that ݔ ∈ ܱ ⊂
ܰ ⊂ ܯ then ,ܯ ∈ ܰ ,N₅-If .(ݔ)ࣨ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ߬ such that ݔ ∈ ܱ ⊂ ܰ, by 
proposition 2.2 ܱ ∈ ܰ ,using ܰ₃ ,(ݔ)ࣨ ∈ ݕ∀ (ݕ)ࣨ ∈ ܱ , it suffices to take ܯ = ܱ. 
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Example 2.4. 
ܽ) In the space ℝ, for every ܽ, ܾ in ℝ, the intervals ]ܽ, ܾ] and [ܽ, ܾ[ are neither open nor 
closed. 
ܾ) Let ܧ = {0,1,2} and ߬ = {∅, {0}, {1}, {0,1}, then τ is a topology in E, ࣨ({0,1}) ,{ܧ =
{{0,1}, ({0,2})ࣨ ,{ܧ = {ܧ} = ࣨ({1,2}), ࣨ(0) = {{0}, {0,1}, {0,2}, ,{ܧ ࣨ(1) =
{{1}, {0,1}, {1,2}, and ࣨ(2) {ܧ =  .{ܧ}
ܿ) In the indiscrete space E, all parts are neither open nor closed and ∀ݔ ∈ (ݔ)ࣨ ,ܧ =  .ܧ
݀) In the discrete space E, all parts are both open and closed, and ∀ݔ ∈  is the (ݔ)ࣨ ,ܧ
collection of all parts of E containing ݔ.  

Starting to the open sets, we have defined the closed sets and the neighborhoods. Another 
way is to define the neighborhoods and from the neighborhoods, we define the open sets and 
closed sets. The two paths are equivalent as it will be demonstrated in the following theorem.  
Theorem 2.2. Let ݔ ∈ ,the family of the parts of E verifying ܰ₁ (ݔ)ߪ and ܧ . . . , ܰ₅ in the 
theorem 2.1. Then, there exists in E an unique topology, whose (ݔ)ߪ constitutes, for each ݔ in 
E, the family of neighborhoods of ݔ, for this topology. 
Proof. The idea of the construction of this topology comes from the fact that an open set is a 
neighborhood of each of its points (see, proposition 2.2). According to the definition 2.2, we 
will show that, the family ߬={∅}⋃{all parts ܱ ⊂ ,ܧ such that: if ݔ ∈ ܱ then ܱ ∈  {(ݔ)ߪ
define a topology on E. ݅) Since for ݔ ∈ {ݔ} ,ܧ ⊂ ݔ and ܧ ∈ {ݔ} then ,{ݔ} ∈  ,by ܰ₄ ,(ݔ)ߪ
ܧ ∈ ܧ therefore (ݔ)ߪ ∈ ߬. ݅݅) Let { ఈܱ; ߙ  ∈ ∆} be a family of elements in τ. Since ∪α∈∆ ఈܱ ⊂
ݔ and for ܧ ∈∪α∈∆ ఈܱ, there exists ߙ଴ ∈ ∆, such that ݔ ∈ ఈܱబ ∈ as ఈܱబ ,(ݔ)ߪ ⊂∪α∈∆ ఈܱ by 

ସܰ, ∪α∈△ ఈܱ ∈ ∆∋therefore ∪α ,(ݔ)ߪ ఈܱ ∈ ߬. ݅݅݅) Let { ఈܱ; ߙ  = 1, . . . , ݊} be a finite elements 
of τ, then ∩αୀଵ

௡
ఈܱ ⊂ ݔ and for ܧ ∈∩αୀଵ

௡
ఈܱ, ∀ߙ ∈ {1, . . . , ݊}, ݔ ∈ ఈܱ ∈  ,by ଷܰ ,(ݔ)ߪ

∩αୀଵ
௡

ఈܱ ∈ so ∩αୀଵ ,(ݔ)ߪ
௡

ఈܱ ∈ ߬.We then demonstrated that τ is a topology in E, it remains to 
demonstrate that if ࣨ(ݔ) is the family of neighborhoods of ݔ ∈  according to τ, then ܧ
(ݔ)ࣨ = ܰ Let .(ݔ)ߪ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ݔ ,߬ ∈ ܱ ⊂ ܰ as ܱ ∈  ,then by ܰ₄ (ݔ)ߪ
ܰ ∈ (ݔ)ࣨ so ,(ݔ)ߪ ⊂ ܰ Conversely, if .(ݔ)ߪ ∈ ܯ by ܰ₅ there exists ,(ݔ)ߪ ∈ ܯ ,(ݔ)ߪ ⊂ ܰ 
such that, ܰ ∈ ݕ for every (ݕ)ߪ ∈ ܯ then ,ܯ ∈ ߬, so ܰ ∈ (ݔ)ߪ and (ݔ)ࣨ ⊂  The .(ݔ)ࣨ
uniqueness of τ comes from proposition 2.2. 
 
2.3-Basis and subbasis of topology, basis of neighborhoods 

The use of bases and subbases of topology (a parts of the topology), which we will 
introduce below, instead of the initial topology, is often more convenient and gives the same 
results as the initial topology. 
Definition 2.3. Let (ܧ, ߬) be a topological space. 
ܽ) A family ℬ ⊂ ߬, is called a basis (or a base) of ߬, if ∀ݔ ∈ ܱ ∈ ߬, there exists ܤ ∈ ℬ 
containing ݔ and contained in O. Equivalently ܱ =∪୆∈ℬ  .ܤ
ܾ) A family ℬ(ݔ)  ⊂  or a fundamental system ,ݔ is called a basis of neighborhoods of ,(ݔ)ࣨ
of neighborhoods of ݔ, if ∀ܰ ∈ ܤ there exists ,(ݔ)ࣨ ∈ ℬ(ݔ), such that ܤ ⊂ ܰ i.e. ܰ =
∪୆∈ℬ(௫)  .ܤ
Remark 2.3. 
ܽ) The definition 2.3 means that, a topology τ is completely determined, by a given part of its 
elements. 
ܾ) It is clear that if, ℬ ⊂ ߬ is a basis and ℬ′ is a family of open sets containing ℬ, then ℬ′ is 
also a basis of τ. In particular τ is a basis of itself. Therefore a space E can have many basis. 
Example 2.5. 
ܽ) Let ߬ = {∅, {0}, {1}, {2}, {0,1}, {0,2}, {1,2}, ܧ be a topology in {ܧ = {0,1,2}, then ℬ =
{{0}, {1}, {2}} is a basis of a topology τ. 
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ܾ) In the discrete space E, ∀ݔ ∈ ,ܧ ℬ(ݔ) =  since ,ݔ is a basis of neighborhoods of {ݔ}
ℬ(ݔ)  ⊂ ܰ∀ and (ݔ)ࣨ ∈ ݔ ,(ݔ)ࣨ ∈ ܰ then {ݔ} ⊂ ܰ. 
ܿ) Let ݔ be an element of the space ℝ, the collection ℐ௡(ݔ) = ቄܫ௡ ቀݔ, ଵ

௡
ቁ = ቃݔ − ଵ

௡
, ݔ + ଵ

௡
ቂ , ݊ ∈

ℕ∗ is a basis of neighborhoods of ݔ. In fact, if ܧ∋ݔ and ܰ∈ࣨݔ there exists (ߜ,ݔ)ܫ ,0<ߜ⊂ܰ, 
by Archimed’s axiom, there is ݊଴ ∈ ℕ∗ such that ଵ

௡బ
< ,ݔ)௡బܫ so ,ߜ  ଵ

௡బ
) ⊂ ܰ. 

Important. Let ݔ be an element of the space ℝ, the open intervals containing ݔ, constitute a 
basis of neighborhoods of ݔ. In particular, the collection {ݔ)ܫ, ,(ߜ ߜ > 0} constitute a basis of 
neighborhoods of ݔ. Then, ܰ ∈ (ݔ)ࣨ ⇔ ߜ∃ > 0, ,ݔ)ܫ (ߜ ⊂ ܰ. Indeed, ܰ ∈ (ݔ)ࣨ ⇔ ∃ܱ ∈
߬௨, ݔ ∈ ܱ ⊂ ܰ ⇔ ߜ∃ > 0, ,ݔ)ܫ (ߜ ⊂ ܱ ⊂ ܰ. Therefore in the space ℝ, it suffices for 
neighborhoods of ݔ to consider the collection of open intervals {ݔ)ܫ, ,(ߜ ߜ > 0}. 
Theorem 2.3. Let (ܧ, ߬) be a topological space and ℬ a family of parts of E, then: ℬ is a basis 
of τ 

⟺ ൜ܾ₁) Any element ݔ of ܧ belongs at least to ܤ ∈ ℬ.                                                              
ܾ₂) If ₁ܤ, ₂ܤ ∈  ℬ and ݔ ∈ ₁ܤ ∩ ,₂ܤ there exists ܤ ∈  ℬ, such that ݔ ∈ ܤ ⊂ ₁ܤ ∩ .₂ܤ

� 

Proof. Suppose that ℬ is a basis of τ. ܾ₁) Since ܧ ∈ ߬ by definition 2.3, ܧ =∪୆∈ℬ  then if ,ܤ
ݔ ∈ ܤ there exists ,ܧ ∈ ℬ such that ݔ ∈ ,₁ܤ Let (₂ܾ .ܤ ₂ܤ ∈ ℬ. Since ₁ܤ ∩ ₂ܤ ∈ ߬ there exists 
a collection {ܤ ఈ; ߙ  ∈ ∆} of the elements of ℬ such that ₁ܤ ∩ ₂ܤ =∪α∈∆ ݔ α. So ifܤ ∈ ₁ܤ ∩
଴ߙ there exists ,₂ܤ ∈ ∆ such that ݔ ∈ ఈబ ܤ ⊂ ₁ܤ ∩  Reciprocally, suppose that ℬ is a family .₂ܤ
of parts of E satisfying ܾ₁) and ܾ₂) and demonstrate that ℬ define a topology on E, therefore 
ℬ is a basis. Let σ be a family of all parts ܱ ⊂ ܱ :defined by ܧ ∈ σ if, there exists a collection 
;ఈ ܤ} ߙ  ∈ ∆} of the elements of ℬ such that ܱ =∪α∈∆ ܧ (α. ݅) by ܾ₁ܤ =∪୆∈ℬ ܧ then ܤ ∈  ߪ
and ∪α∈∆ ∅α = ∅, then ∅ ∈ } ii) Let .ߪ  ܱఈ; ߙ  ∈ ∆} be a collection of the elements of σ, then 
by ܾ₁) for every ߙ ∈ ∆, there exists a collection ൛ܤ ௜ഀ;  ݅ఈ ∈  ൟ, of the elements of ℬ such thatܫ

 ܱఈ =∪௜ഀ∈ூ ∆∋௜ഀ, so ∪α ܤ ఈܱ =∪α∈∆ ൫∪௜ഀ∈ூ ௜ഀ൯ ܤ =∪(α,௜ഀ)∈∆×୍ ௜ഀ ܤ ∈  .ߪ
݅݅݅) Let {  ܱఈ; ߙ  = 1, . . . , ݊} be a finite family of σ, then by ܾ₁) for every ߙ ∈ ∆, there exists a 
collection ൛ܤ ௜ഀ;  ݅ఈ ∈ ൟ, of the elements of ℬ such that  ܱఈܫ =∪௜ഀ∈ூ ௜ഀ, so ∩αୀଵ ܤ

௡
ఈܱ =

∩αୀଵ
௡ ൫∪௜ഀ∈ூ ௜ഀ൯ ܤ =∪௜ഀ∈ூ ൫∩αୀଵ

௡ ௜ഀ൯, as from ܾ₂) ∩αୀଵ ܤ
௡ ௜ഀ ܤ ∈ ℬ, then ∩αୀଵ

௡
ఈܱ ∈  .ߪ

Now let τ be a topology on ܧ and ℬ a family of open sets in E satisfying ܾ₁) and ܾ₂) in 
theorem 2.3. ℬ is a basis of a topology ߪ ⊂ ߬. So that ℬ generates exactly τ, it must satisfy the 
conditions of the following. 
Corollary 2.2. A family of open sets ߪ ⊂ ߬ is a basis of τ iffy for all open set O∈ ߬ and for all 
in O, there exists a set  ܷ௫ ݔ ∈ ݔ such that ߪ ∈  ܷ௫ ⊂ ܱ. 
Proof. If σ is a basis of τ and ݔ ∈ ܱ ∈ ߬, there exists a collection {  ܷ௫; ݔ  ∈ ܱ} of the elements 
of σ, such that ܱ =∪௫∈ை  ܷ௫, hence if ݔ ∈ ܱ, there exists  ܷ௫ ∈ ݔ such that ߪ ∈  ܷ௫ ⊂ ܱ. 
Reciprocally, if for all ݔ ∈ ܱ ∈ ߬, there exists the collection {  ܷ௫; ݔ  ∈ ܱ} of the elements of σ 
such that ܱ =∪௫∈ை  ܷ௫, by definition 2.3 ܽ) σ is a basis of τ. 
Remark 2.4. Corollary 2.1, allows us to demonstrate that a family of open set of a given 
topology is a basis of this topology. For example in the space ℝ the open intervals with 
rational extremities is the basis of ߬௨. In fact, if ݔ)ܫ, ݔ is an open interval centered in (ߜ ∈ ℝ, 
with radius ߜ > 0, as ℚ is dance in ℝ, there exists ݎ ∈ ℚ between 0 and ߜ, therefore ݔ)ܫ, (ݎ ⊂
,ݔ)ܫ  .(ߜ
Corollary 2.3. If ℬ is a basis of the topology τ on E, and if σ is a collection of the elements of 
τ, such that any element of ℬ is written as a union of elements of σ, then σ is also a basis of τ 
Proof. Let ܱ ∈ ߬, since ℬ is a basis of the topology τ, by definition 2.3 ܽ) there exists a 
collection {ܤ ఈ; ߙ  ∈ ∆}, of elements of ℬ such that ܱ =∪α∈∆ ߙ∀ α. By hypothesisܤ ∈ ∆, there 
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exists a collection ቄܵβα
, βα ∈ ∇ቅ of elements of σ such that ܤα =∪βα∈∇ ܵβα

, so ܱ =

∪α∈△ ቀ∪βα∈∇ ܵβα
ቁ =∪൫α,βα൯∈∆×∇ ܵβα

, i.e. σ is also a basis of τ. 
Corollary 2.4. Let ℬ be a family of elements of the topology τ on E. Then ℬ is a basis of τ 
iffy, ∀ݔ ∈ (ݔ)the family ℬ ,ܧ = {B ∈ ℬ, x ∈ B} is a fundamental system of neighborhoods of 
 .ݔ
Proof. Let ݔ ∈ ܰ and ܧ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ߬, such that ݔ ∈ ܱ ⊂ ܰ, since ℬ is a basis 
of τ, there exists ܤ ∈  ℬ, such that ݔ ∈ ܤ ⊂ ܱ i.e. ܤ ∈ ℬ(ݔ) and ܤ ⊂ ܰ, by definition 2.3 ܾ) 
ℬ(ݔ) is a fundamental system of neighborhoods of ݔ. Conversely, let ܱ ∈ ߬ and ݔ ∈ ܱ by 
proposition 2.1, ܱ ∈ ݔ is a fundamental system of neighborhoods of any (ݔ)as ℬ (ݔ)ࣨ ∈  ,ܧ
there exists ܤ ∈ ℬ(ݔ) hence ܤ ∈ ℬ, ݔ ∈ ܤ and ܤ ⊂ ܱ i.e. ℬ is a basis of τ. 
Definition 2.4. Let E be a topological space. The subset ܵ ⊂ ߬ is said to be a subbase for the 
topology τ, if the collection of all finite intersects of sets in S forms a base of τ, i.e. the set 
ܵℬ = {∩αୀଵ

௡
 ܱఈ ,  ܱఈ ∈ S},  is a basis of τ. 

Example 2.6. 
ܽ) Let ܧ = {ܽ, ܾ, ܿ, ݀, ݁, ݂} be, with the topology ߬ = {∅, {ܽ}, {ܿ, ݀}, {ܽ, ܿ, ݀}, {ܾ, ܿ, ݀, ݁, ݂},  .{ܧ
Then the subset ܵ = {{ܽ}, {ܽ, ܿ, ݀}, {ܾ, ܿ, ݀, ݁, ݂}} ⊂ ߬ is a subbase of τ. Since, the collection of 
all finite intersections of elements from S is: ܵℬ = {∅, {ܽ}, {ܿ, ݀}, {ܽ, ܿ, ݀}, {ܾ, ܿ, ݀, ݁, ݂}}. 
Every set in τ is a trivial union of elements in ܵℬ and ܧ = {ܽ} ∪ {ܾ, ܿ, ݀, ݁, ݂}, so ܵℬ is a base 
of τ and S is a subbase of τ. 
ܾ) Let ܧ = {ܽ, ܾ, ܿ, ݀, ݁} be, with the topology 
߬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ}, {ܾ, ݀}, {ܽ, ܾ, ݀}, {ܽ, ܾ, ܿ, ݀},  Then, the set .{ܧ
ܵ = {{ܽ}, {ܾ}, {ܽ, ܾ}, {ܽ, ܾ, ݀}, {ܽ, ܾ, ܿ, ݀}, {ܧ ⊂ ߬ is not a subbase of τ. The set of all finite 
intersects of sets from S is: ܵℬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ}, {ܽ, ܾ, ݀}, {ܽ, ܾ, ܿ, ݀},  All sets except .{ܧ
{ܾ, ݀} can be expressed as trivial intersections. However, {ܾ, ݀} cannot be expressed as a 
union of elements from ܵℬ, so ܵℬ is not a base of τ and hence S is not a subbase of τ. 
 

3-Topological parts, Weierstrass-Bolzano Theorem 
 

Let (ܧ, ߬) be a topology space, A and B a non-empty subsets of E. 
3.1-Closure, accumulation point, Weierstrass-Bolzano theorem 

In addition to the open sets and the neighborhoods, which are introduced in section 2, in 
this section ,we will introduce other topological sets as well as their properties, among these 
sets, the closure, the interior, the set of accumulation points,...etc. 
The adherence. We say that ݔ ∈  ݔ if every neighborhood of ,ܣ is an adherent point of ܧ
contains at least one point of ܣ, i.e. ∀ܰ ∈ ,(ݔ)ࣨ ܰ ∩ ܣ ≠ ∅. The set of the adherent points of 
A, is called the adherence of A and it is noted ݈ܿ(ܣ) or ̅ܣ. 
The closure. The intersection of all closed sets of E containing A, is called the closure of A 
and it is noted ݈ܿ(ܣ). By ₁ܥ in the corollary 2.1 ݈ܿ(ܣ) is closed and it is the smallest one 
containing A. 
Proposition 3.1. The closure of A is equal to its adherence i.e. ݈ܿ(ܣ) =  .ܣ
Proof. ݈ܿ(ܣ) = ஼(ܣ)݈ܿ iffy ܣ = ݔ ,஼. Ifܣ ∈ ݔ ஼, then(ܣ)݈ܿ ∉  there exists a closed set S ,(ܣ)݈ܿ
containing A such that ݔ ∉ ܵ, then ݔ ∈ ܵ஼ witch is an open set. By proposition 2.2, ܵ஼ is a 
neighborhood of ݔ, since ܵ஼ ∩ ܣ = ∅ then ݔ ∉ ݔ .i.e ܣ ∈ ݔ ஼. Inversely, ifܣ ∈ ݔ ஼, thenܣ ∉
ܰ there exists ,ܣ ∈ ,(ݔ)ࣨ ܰ ∩ ܣ = ∅. Therefore ,there exists ܱ ∈ ߬, ݔ ∈ ܱ ⊂ ܰ and ܱ ∩
ܣ = ∅, so ܣ ⊂ ܱ஼, with is a closed set and ݔ ∉ ܱ஼, then ݔ ∉ cl(A) i.e. ݔ ∈  .஼(ܣ)݈ܿ
Proposition 3.2. 
1) A is closed⟺ (ܣ)݈ܿ = ((ܣ)݈ܿ)݈ܿ ,then ܣ =  .(ܣ)݈ܿ
2) If, ܣ ⊂ (ܣ)݈ܿ then ,ܤ ⊂  .(ܤ)݈ܿ
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ܣ)݈ܿ (3 ∪ (ܤ = (ܣ)݈ܿ ∪  .(ܤ)݈ܿ
ܣ)݈ܿ (4 ∩ (ܤ ⊂ (ܣ)݈ܿ ∩  .the converse is not throw ,(ܤ)݈ܿ
Proof. 1) Evident. 2) Since ܤ ⊂ ܣ and (ܤ)݈ܿ ⊂ ܣ then ,ܤ ⊂  as cl(A) is the smallest ,(ܤ)݈ܿ
closed containing A, then ݈ܿ(ܣ) ⊂ ܣ ,Since (3 .(ܤ)݈ܿ ⊂ ܣ ∪ ܤ and ܤ ⊂ ܣ ∪  (by 2 ,ܤ
(ܣ)݈ܿ ⊂ ܣ)݈ܿ ∪ (ܤ)݈ܿ and (ܤ ⊂ ܣ)݈ܿ ∪ (ܣ)݈ܿ then ,(ܤ ∪ (ܤ)݈ܿ ⊂ ܣ)݈ܿ ∪  ,Conversely .(ܤ
ܣ ⊂ ܤ and (ܣ)݈ܿ ⊂ ܣ then ,(ܤ)݈ܿ ∪ ܤ ⊂ (ܣ)݈ܿ ∪ (ܣ)݈ܿ as ,(ܤ)݈ܿ ∪  is closed, 1) and (ܤ)݈ܿ
2) imply that ݈ܿ(ܣ ∪ (ܤ ⊂ (ܣ)݈ܿ ∪ ܣ Since (4 .(ܤ)݈ܿ ∩ ܤ ⊂ ܣ and ܣ ∩ ܤ ⊂ ܣ)݈ܿ then ,ܤ ∩
(ܤ ⊂ ܣ)݈ܿ and (ܣ)݈ܿ ∩ (ܤ ⊂ ܣ)݈ܿ so ,(ܤ)݈ܿ ∩ (ܤ ⊂ (ܣ)݈ܿ ∩  For the converse, it .(ܤ)݈ܿ
suffices to take in the space ℝ, ܣ = [0,1[∪ {3}, ܤ = [1,2[ then ݈ܿ(ܣ) = [0,1] ∪ {3}, (ܤ)݈ܿ =
[1,2], ܣ)݈ܿ ∩ (ܤ = ∅, and ݈ܿ(ܣ) ∩ (ܤ)݈ܿ = {1}, therefore ݈ܿ(ܣ) ∩ (ܤ)݈ܿ ⊄ ܣ)݈ܿ ∩  .(ܤ
Example 3.1. In the space ℝ. 
ܽ) As ∀ܽ, ܾ ∈ ℝ, [ܽ, ܾ] is closed then ݈ܿ([ܽ, ܾ]) = [ܽ, ܾ], ∀ܽ, ܾ ∈ ℝ. Also, as ] −
∞, ܽ] and [ܾ, +∞[ are closed ∀ܽ, ܾ ∈ ℝ, then ݈ܿ(] − ∞, ܽ]) =] − ∞, ܽ] ܽ݊݀ ݈ܿ([ܾ, +∞[) =
[ܾ, +∞[. 
ܾ) ݈ܿ(]ܽ, ܾ[) = ݈ܿ(]ܽ, ܾ]) = ݈ܿ([ܽ, ܾ[) = [ܽ, ܾ], ∀ܽ, ܾ ∈ ℝ. It suffices to prof that ݈ܿ(]ܽ, ܾ[) =
[ܽ, ܾ], ∀ܽ, ܾ ∈ ℝ, let ݔ ∈ ݈ܿ(]ܽ, ܾ[), then ∀ߝ > 0, ,ݔ)ܫ (ߝ ∩]ܽ, ܾ[≠ ∅ as ∀ߝ > 0, ,ݔ)ܫ (ߝ ∩
]ܽ, ܾ[⊂ ,ݔ)ܫ (ߝ ∩ [ܽ, ܾ], then ∀ߝ > 0, ,ݔ)ܫ (ߝ ∩ [ܽ, ܾ] ≠ ∅, so ݔ ∈ ݈ܿ([ܽ, ܾ]) = [ܽ, ܾ]. 
ܿ) ݈ܿ(ℚ) = ℝ and ݈ܿ(ℚ஼) = ℝ. Since ℚ ⊂ ℝ and ℝ is closed then ݈ܿ(ℚ) ⊂ ݈ܿ(ℝ) = ℝ. 
Conversely if ݔ ∈ ℝ, then ∀ߝ > 0, there exists ݎ ∈ ℚ, such that ݎ ∈ ,ݔ)ܫ  we have used the) (ߝ
density of ℚ in ℝ), so ݔ)ܫ, (ߝ ∩ ℚ ≠ ∅ and ݔ ∈ ݈ܿ(ℚ). 
݀) As in ܿ) we use the density of ℚ஼ in ℝ, to prof that ݈ܿ(ℚ஼}) = ℝ. 
Example 3.2. 
ܽ) If, A is the part of the indiscrete space E, then ݈ܿ(ܣ) = ܣ if ܧ ≠ ∅, or ݈ܿ(ܣ) = ∅, if ܣ = ∅. 
ܾ) If, A is the part of the discrete space E, then ݈ܿ(ܣ) =  .ܣ
ܿ) Let ܧ = {ܽ, ܾ, ܿ, ݀} provided with the topology, ߬ = {∅, {ܾ, ܿ}, {ܾ, ܿ, ݀}, ({ܽ})݈ܿ Then .{ܧ =
{ܽ}, ݈ܿ({ܾ}) = ,ܧ ݈ܿ({ܿ}) = ({݀})݈ܿ and ܧ = {ܽ, ݀}. 
Accumulation point. We say that, ݔ ∈  is an accumulation point of A, if every ܧ
neighborhood of ݔ contains at least one point of ܣ other than ݔ.The set of accumulation points 
of A is denoted by A′. Then: ݔ ∈ ⟺ ′ܣ  ∀ܰ ∈ ,(ݔ)ࣨ ({ݔ}\ܰ) ∩ ܣ ≠ ∅. 
Isolated point. We say that, ݔ ∈  is not an accumulation point ݔ is an isolated point of A, if ܣ
of A.. The set of isolated points of A is denoted by A′’. So, ݔ ∈ ′′ܣ ⟺there is ܰ ∈  such ,(ݔ)ࣨ
that ܰ ∩ ܣ =  .{ݔ}
Example 3.3. In the space ℝ, ∀ܽ, ܾ ∈ ℝ. 
ܽ) All point of ܣ =]ܽ, ܾ[ is an accumulation point and ܣ′ = (ܣ)݈ܿ = [ܽ, ܾ]. Indeed, if 
ݔ ∈]ܽ, ܾ[, for every ߝ > 0, if ݔ − ߝ ≤ ܽ < ,ݔ ݔ[ − ,ߝ ∩]ݔ ܣ =]ܽ, ,ݔ)ܫ) then ]ݔ ({ݔ}\(ߝ ∩ ܣ ≠
∅, so ݔ is an accumulation point of ]ܽ, ܾ[;  if ܽ < ݔ − ߝ < ,ݔ ݔ[ − ,ߝ ∩]ݔ ܣ ݔ[= −
,ߝ ,ݔ)ܫ) then ]ݔ ({ݔ}\(ߝ ∩ ܣ ≠ ∅, likewise in the cases, ݔ < ݔ + ߝ ≤ ܾ; ݔ  < ܾ < ݔ +
ݔ and ߝ − ߝ ≤ ܽ < ܾ ≤ ݔ + ,ܽ[ is an accumulation point of ݔ In all cases .ߝ ܾ[. Also, ܽ is an 
accumulation point of A, since for every ߝ > 0 if, ܽ + ߝ ≤ ܾ, ]ܽ, ܽ + ∩]ߝ ܣ =]ܽ, ܽ +  then ]ߝ
,ܽ)ܫ) ≠A∩({ܽ}\(ߝ ∅ and if ܾ < ܽ + ,ܽ)ܫ) then ,ߝ (ߝ ∖ {ܽ}) = ]ܽ, ܾ[ ≠ ∅. Likewise, ܾ is an 
accumulation point of ]ܽ, ܾ[, so ܣ = (ܣ)݈ܿ = [ܽ, ܾ]. 
ܾ) All point of ܣ =] − ∞, ܽ[ is an accumulation point and ܣ′ =] − ∞, ܽ] =  Indeed, if .(ܣ)݈ܿ
ݔ ∈] − ∞, ܽ[, for every ߝ > 0, if, ݔ + ߝ ≤ ܽ, ,ݔ)ܫ) (ߝ ∖ ({ݔ} ∩ ܣ = ݔ] − ,ߝ ,ݔ[∪]ݔ ݔ +  if ,[ߝ
ܽ < ݔ + ,ߝ ,ݔ)ܫ) ({ݔ}\(ߝ ∩ ܣ = ݔ] − ,ߝ ,ݔ[∪]ݔ ܽ[, then ݔ is an accumulation point of ] −
∞, ܽ[. we prove as in ܽ) that ܽ is also an accumulation point of ܣ. So ܣ′ =] − ∞, ܽ] =  .(ܣ)݈ܿ
ܿ) Since, ቀܫ ቀ0, ଵ

ଶ
ቁ ∖ {0}ቁ ∩ ܣ = ∅ and ቀܫ ቀ1, ଵ

ଶ
ቁ ∖ {1}ቁ ∩ ܣ = ∅. Then, 0 and 1 are isolated 

points of ܣ = {0,1}. 
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݀) All point of ܣ = ቄଵ
௡

, ݊ ∈ ℕ∗ቅ is an isolated point. Let us demonstrate for example that 1 is 

an isolated point of A. It suffices to take ߜ = ଵ
଺
, then ቀܫ ቀ1, ଵ

଺
ቁ ∖ {1}ቁ ∩ ܣ = ∅. As, if ݔ ∈

ቀܫ ቀ1, ଵ
଺
ቁ ∖ {1}ቁ ∩ ܣ = ∅, there exists ݊଴ ∈ ℕ∗ ∖ {1}, such that ݔ = ଵ

௡బ
 and 1 − ଵ

଺
< ଵ

௡బ
<1+ଵ

଺
, i.e. 

5݊଴<6<7݊଴ impossible, since ݊଴ ≥ 2. Also, ଵ
ଶ
 is an isolated point of ܣ, since ቀܫ ቀଵ

ଶ
, ଵ

଼
ቁ ∖

 if not there exists ݊0∈ℕ∗∖{2} such that 3݊0<8<5݊0, impossible since ݊0=1 or ,∅=ܣ∩12
݊଴ ≥ 3. Note that 0 is an accumulation point of A, indeed ∀ߝ > 0, by Archimedes axiom , 
there exists ݊ ∈ ℕ∗, ଵ

௡
< ,0)ܫ) so ,ߝ ε) ∖ {0}) ∩ ܣ ≠ ∅. 

݁) All points of the discrete space ℝ, are isolated points, since ∀ݔ ∈ ℝ, the set ܰ = {ݔ} ∈
ܰ) satisfies (ݔ)ࣨ ∖ ({ݔ} ∩ ܰ = ∅. 
Corollary 3.1. 
(ܣ)݈ܿ (ܽ = ܣ ∪  .′ܣ
ܾ) A is closed⟺A contains all its accumulation points. 
Proof. ܽ) Let ݔ ∈ ܣ since ,(ܣ)݈ܿ ⊂ ݔ is in A or it isn't in A. If ݔ either ,(ܣ)݈ܿ ∈  then ,ܣ
ݔ ∈ ܣ ∪ ݔ ,If .′ܣ ∉ ݔ then ܣ ∈ ܰ∀ since ′ܣ ∈ ,(ݔ)ࣨ (ܰ ∖ ({ݔ} ∩ ܣ ≠ ∅, so ݈ܿ(ܣ) ⊂ ܣ ∪  .′ܣ
Inversely, if ݔ ∈ ܣ ∪ ݔ then ′ܣ ∈ ܣ ⊂ ݔ or (ܣ)݈ܿ ∈ ܰ∀ then ′ܣ ∈ ,(ݔ)ࣨ (ܰ ∖ ({ݔ} ∩ ܣ ≠ ∅, 
so ܰ ∩ ܣ ≠ ∅ and ݔ ∈ ܣ ,If A is closed (ܾ .(ܣ)݈ܿ = (ܣ)݈ܿ = ܣ ∪ ′ܣ then ,′ܣ ⊂  i.e. A ܣ
contains all its accumulation points. Now, if ܣ′ ⊂ (ܣ)݈ܿ as ܣ = ܣ ∪ (ܣ)݈ܿ then ,′ܣ ⊂  hence ,ܣ
(ܣ)݈ܿ =  .is closed ܣ with implies that ܣ
Starting from that, ⋂ ௡ܫ = ∅௡∈ℕ∗ , where ܫ௡ = ቃ0, ଵ

௡
ቂ , ݊ ∈ ℕ∗, if not there exists ݔ ∈ ቃ0, ଵ

௡
ቂ, 

∀݊ ∈ ℕ∗, then ݊ < ଵ
௫
, ∀݊ ∈ ℕ∗, i.e. ℕ is bounded above, contradiction.  

Question. Does there exists sequences of intervals of ℝ whose intersection is not empty? The 
answer is given by the following Cantor principal. 
Lemma 3.1. (Nested interval theorem or Cantor principal). The intersection of decreasing 
sequence of nonempty intervals ܫ௡ = [ܽ௡ , ܾ௡ ], ∀ ݊ ∈ ℕ∗, is not empty. And if, ݅݊ ௡݂∈ℕ∗{ܾ௡ −
ܽ݊=0, then, the intersection is reduced to a single point. 
Proof. ܣ ݐ݁ܮ = {ܽ₁, ܽ₂, . . . } and ܤ = {ܾ₁, ܾ₂, . . . }, since ܫ௡ାଵ ⊂ ݊ ∀ ,௡ܫ ∈ ℕ∗, then A is 
bounded above, by the elements of B, and B is bounded below by the elements of A, so 
∀ ݊ ∈ ℕ∗ ܽ௡ ≤ supA ≤ ܾ௡ , ݂݅݊ܤ ≤ ܾ௡ . Since ݂݅݊ܤ, is the first lower bound of B then, 
∀ ݊ ∈ ℕ∗ ܽ௡ ≤ supA ≤ ܤ݂݊݅ ≤ ܾ௡  i.e. ∩௡∈ℕ∗ ௡ܫ = ,ܣ݌ݑݏ] [ܤ݂݊݅ ≠ ∅. Let for any  ݊ ∈ ℕ∗, 
݈௡ = ܾ௡ − ܽ௡  and ܮ = {݈௡, ݊ ∈ ℕ∗}, it is obvious that ∀ ݊ ∈ ℕ∗, 0 ≤ ݈௡, by ܽ₁₆ chapter I 
ܮ݂݊݅ exists, if ܮ݂݊݅ = 0 then ܣ݌ݑݏ = ߝ if not for ,ܤ݂݊݅ = ௜௡௙஻ି௦௨௣஺

ଶ
> 0, there exists 

݊₀ ∈ ℕ∗ such that ݈୬₀ < ௜௡௙஻ି௦௨௣஺
ଶ

≤ ௕೙₀ି௔೙₀

ଶ
=௟౤₀

ଶ
, contradiction. Therefore, the intersection is 

reduced to a single point. 
Theorem 3.1. (Weierstrass-Bolzano theorem). Any infinite bounded part E of the space ℝ has 
at last one accumulation point. 
Proof. Let ₁ܫ = ,ܧ݂݊݅] ܧ it is clear that ,[ܧ݌ݑݏ ⊂  then one of the tow intervals ,₁ܫ
ቂ݂݅݊ܧ, ௜௡௙ாା௦௨௣ா

ଶ
ቃ , ቂ௜௡௙ாା௦௨௣ா

ଶ
,  ₂ܫ ቃ contains an infinity points of E, if not E is finite. Letܧ݌ݑݏ

the infinite one, then ₂ܫ ⊂ ,₁ܫ ܧ ∩  on two ₂ܫ is an infinite part of ℝ, by the same, we devise ₂ܫ
intervals where one of them say ₃ܫ ⊂ ܧ and ₂ܫ ∩  ,is an infinite part of ℝ, by the same idea ₃ܫ
we construct a sequence of intervals such that ܫ௡ାଵ ⊂ ௡ܫ = [ܽ௡ , ܾ௡ ] = ୱ୳୮୉ି୧୬୤୉

ଶ೙షభ , and ܧ ∩  ,௡ܫ
∀ ݊ ∈ ℕ∗ is infinite. By Cantor principle, ⋂ ௡ܫ ≠ ∅௡∈ℕ∗ , since 0 = ݂݅݊{݈௡ = ܾ௡ − ܽ௡ , ݊ ∈
ℕ∗}, then ܧ݌ݑݏ = ܧ݂݊݅ = ܽ, and ⋂ ௡ܫ = {a}௡∈ℕ∗ . then, ܽ is an accumulation point of E, since 
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for ߝ > 0, there exists ݊₀ ∈ ℕ∗ such that ܫ୬₀ < ܽ then ,ߝ ∈ ୬₀ܫ ⊂ ,ܽ)ܫ ,ܽ)ܫ) so (ߝ (ߝ ∖ {ܽ}) ∩
ܧ ≠ ∅. 
 
3.2-Interior, boundary, exterior 
The interior. A point ݔ ∈ ܣ is an interior point of A, if ܣ ∈  The set of all interior .(ݔ)ࣨ
points of A, is denoted by ݅݊(ܣ)ݐ or ⁰ܣ, and is called, the interior of ܣ.  
Then ݅݊(ܣ)ݐ =∪ை⊂஺ ܱ, i.e. ݅݊(ܣ)ݐ, is the greatest open set contained in A. In deed, if 
ݔ ∈ ,there exists an open ௫ܱ ,(ܣ)ݐ݊݅ ݔ ∈ ௫ܱ ⊂ (ܣ)ݐ݊݅ then ,ܣ ⊂∪௫∈஺ ௫ܱ and obviously, if 
ݔ ∈∪௫∈஺ ௫ܱ, there exists  an open ௫ܱ, ݔ ∈ ௫ܱ ⊂ ݔ so ,ܣ ∈  .(ܣ)ݐ݊݅
Example 3.4. in the space ℝ. 
ܽ) ∀ܽ, ܾ ∈ ℝ, ,ܽ])ݐ݊݅ ܾ]) = ,ܽ[)ݐ݊݅ ܾ[) = ,ܽ[)ݐ݊݅ ܾ]) =]ܽ, ܾ[ and ݅݊ݐ(] − ∞, ܽ]) =] − ∞, ܽ[. 
ܾ) ∀ܽ ∈ ℝ, ({ܽ})ݐ݊݅ = ∅. 
(ℕ)ݐ݊݅ (ܿ = (ℤ)ݐ݊݅ = (ℚ)ݐ݊݅ = (ℚ஼)ݐ݊݅ = ∅. Prof that for example ݅݊ݐ(ℕ) = ∅, suppose 
that, there exists ߜ > 0 such that ]݊ − ,ߜ ݊ + ⊃]ߜ ℕ, so ℕ contains an element of ℚ஼, 
contradiction. 
Example 3.5. 
ܽ) If A is the part of the indiscrete space E, (ܣ)ݐ݊݅ = ቄܣ if ܣ = ;ܧ

∅ if ܣ = ∅.
� 

ܾ) If, A is the part of the discrete space E, ݅݊(ܣ)ݐ =  .ܣ
ܿ) If, ܧ = {ܽ, ܾ, ܿ, ݀} and ߬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ}, ({݀})ݐ݊݅ then {ܧ = ({ܿ})ݐ݊݅ = ∅ and 
,ܽ})ݐ݊݅ ܿ, ݀}) = {ܽ}. 
Corollary 3.2. ݔ ∈ (ܣ)ݐ݊݅  ⟺ ܣ  ∈  .(ݔ)ࣨ
Proof. If ݔ ∈ (ܣ)ݐ݊݅ witch is open, by proposition 2.2 ,(ܣ)ݐ݊݅ ∈ (ܣ)ݐ݊݅ as ,(ݔ)ࣨ ⊂  by ܰ₄ ܣ
in theorem 2.1, ܣ ∈ ܣ Reciprocally, if .(ݔ)ࣨ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ߬, ݔ ∈ ܱ ⊂  then ܣ
ݔ ∈  .(ܣ)ݐ݊݅
Proposition 3.3. 
⟺is open ܣ (1 (ܣ)ݐ݊݅ = ((ܣ)ݐ݊݅)ݐ݊݅ ,then ܣ =  .(ܣ)ݐ݊݅
2) If, ܣ ⊂ (ܣ)ݐ݊݅ then ,ܤ ⊂  .(ܤ)ݐ݊݅
ܣ)ݐ݊݅ (3 ∩ (ܤ = (ܣ)ݐ݊݅ ∩  .(ܤ)ݐ݊݅
(ܣ)ݐ݊݅ (4 ∪ (ܤ)ݐ݊݅ ⊂ ܣ)ݐ݊݅ ∪  .the converse is not throw ,(ܤ
Proof. 1) Evident. 2) If ܣ ⊂ (ܣ)ݐ݊݅ as ,ܤ ⊂ (ܣ)ݐ݊݅ then ,ܣ ⊂  is open and (ܣ)ݐ݊݅ since ,ܤ
(ܣ)ݐ݊݅ then ,ܤ is the greatest open contained in (ܤ)ݐ݊݅ ⊂  (It is clear that by 2 (3 .(ܤ)ݐ݊݅
ܣ)ݐ݊݅ ∩ (ܤ ⊂ ܣ)ݐ݊݅ and (ܣ)ݐ݊݅ ∩ (ܤ ⊂ ܣ)ݐ݊݅ so ,(ܤ)ݐ݊݅ ∩ (ܤ ⊂ (ܣ)ݐ݊݅ ∩  .(ܤ)ݐ݊݅
Conversely, ݅݊(ܣ)ݐ ⊂ (ܤ)ݐ݊݅ and ܣ ⊂ (ܣ)ݐ݊݅ then ,ܤ ∩ (ܤ)ݐ݊݅ ⊂ ܣ ∩  so, by definition of ܤ
ܣ)ݐ݊݅ ∩ (ܣ)ݐ݊݅ and (ܤ ∩ (ܣ)ݐ݊݅ is open, we have (ܤ)ݐ݊݅ ∩ (ܤ)ݐ݊݅ ⊂ ܣ)ݐ݊݅ ∩  It is (4 .(ܤ
clear that by 2) ݅݊(ܣ)ݐ ⊂ ܣ)ݐ݊݅ ∪ (ܤ)ݐ݊݅ ,(ܤ ⊂ ܣ)ݐ݊݅ ∪ (ܣ)ݐ݊݅ then ,(ܤ ∪ (ܤ)ݐ݊݅ ⊂
ܣ)ݐ݊݅ ∪ ܣ ,To prof that the inverse is not true. Let in the space ℝ .(ܤ = ܤ ݀݊ܽ ]1,0−] =
[0,1[ then (ܣ) =] − 1,0[, (ܤ)ݐ݊݅ ܣ)ݐ݊݅  ,]0,1[= ∪ (ܤ =] − 1,1[⊈] − 1,0[∪]0,1[= (ܣ)ݐ݊݅ ∪
 .(ܤ)ݐ݊݅

The duality properties in the sense of "complement" between the closure and the interior 
are given by the following corollary:  
Corollary 3.3. ݈ܿ(ܣ஼) = ஼(ܣ)ݐ݊݅  and ݅݊ݐ(ܣ஼) =  .஼(ܣ)݈ܿ
Proof. If, ݈ܿ(ܣ஼) = ஼(஼ܣ)ݐ݊݅) ஼ then(ܣ)ݐ݊݅ = ({஼ܣ)ݐ݊݅ so ,(ܣ)݈ܿ =  ஼. It remains to(ܣ)݈ܿ
prof that ݈ܿ(ܣ஼) = (ܣ)ݐ݊݅ ,஼. Since(ܣ)ݐ݊݅ =∪ఈ∈△ ఈܱ, where ∀α∈△, ఈܱ is open and ఈܱ ⊂  ,ܣ
then ∀ߙ ∈△, ஼ܣ ⊂ ఈܱ

஼ and ݅݊(ܣ)ݐ஼=∩α∈△ ఈܱ
஼ =  .(஼ܣ by definition of the closure of) (஼ܣ)݈ܿ

The boundary. A point ݔ ∈ ݔ is an boundary point of A, if ܧ ∈ (ܣ)݈ܿ ∩  The set of all .(஼ܣ)݈ܿ
boundary points of A, is denoted by ܾ݀(ܣ) or ݂(ܣ)ݎ, and is called the boundary of A. Then 
(ܣ)ܾ݀ = (ܣ)݈ܿ ∩ (஼ܣ)݈ܿ =  .is closed (ܣ)ݐ݊݅\(ܣ)݈ܿ
Corollary 3.4. 
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ܽ) A is closed⟺ (ܣ)ܾ݀ ⊂  .ܣ
ܾ) A is open⟺ (ܣ)ܾ݀ ∩ ܣ = ∅. 
((ܣ)݈ܿ)ܾ݀ (ܿ ⊂ ((ܣ)ݐ݊݅)ܾ݀ and (ܣ)ܾ݀ ⊂  .(ܣ)ܾ݀
Proof. ܽ) A is closed iffy, ݈ܿ(ܣ) = (ܣ)ܾ݀ then ,ܣ = ܣ ∩ (஼ܣ)݈ܿ ⊂  Conversely, if .ܣ
(ܣ)ܾ݀ ⊂ (ܣ)݈ܿ and ܣ ⊈ ݔ there exists ,ܣ ∈ ݔ and (ܣ)݈ܿ ∉ ݔ .i.e ,ܣ ∈ ஼ܣ ⊂  then (஼ܣ)݈ܿ
ݔ ∈ (ܣ)ܾ݀ ⊂ (ܣ)ݐ݊݅ contradiction. ܾ) A is open iffy ,ܣ = (஼ܣ)݈ܿ since ,ܣ =  ,஼ܣ=஼(ܣ)ݐ݊݅
then ܣ ∩ (ܣ)ܾ݀ = ஼(஼ܣ)݈ܿ] ∩ [(஼ܣ)݈ܿ ∩ (ܣ)݈ܿ = ∅. Conversely, if ܾ݀(ܣ) ∩ ܣ = ∅ and 
ܣ ⊈ ݔ there exists ,(ܣ)ݐ݊݅ ∈ ܣ ⊂ ݔ and (ܣ)݈ܿ ∉ ݔ .i.e ,(ܣ)ݐ݊݅ ∈ ஼(ܣ)ݐ݊݅ =  so ,(஼ܣ)݈ܿ
ݔ ∈ (ܣ)ܾ݀ ∩ ((ܣ)݈ܿ)ܾ݀ (ܿ .contradiction ,ܣ = ((ܣ)݈ܿ)݈ܿ ∩ (஼(ܣ)݈ܿ)݈ܿ = (ܣ)݈ܿ ∩
(஼(ܣ)݈ܿ)݈ܿ ⊂ (ܣ)݈ܿ ∩ (஼ܣ)݈ܿ = ((ܣ)ݐ݊݅)ܾ݀ and (ܣ)ܾ݀ = ((ܣ)ݐ݊݅)݈ܿ ∩ (஼(ܣ)ݐ݊݅)݈ܿ =
((ܣ)ݐ݊݅)݈ܿ ∩ ((஼ܣ)݈ܿ)݈ܿ = ((ܣ)ݐ݊݅)݈ܿ ∩ (஼ܣ)݈ܿ ⊂ (ܣ)݈ܿ ∩ (஼ܣ)݈ܿ =  .(ܣ)ܾ݀
It is obvious that. 
Corollary 3.5. If A is closed then: ܣ = (ܣ)ܾ݀  ⟺ (ܣ)ݐ݊݅ = ∅ ⟺ (஼ܣ)݈ܿ =  .ܧ
The exterior. A point ݔ ∈ ݔ is an exterior point of A, if ܧ ∈  The set of all exterior .(஼ܣ)ݐ݊݅
points of A, is denoted by ݁(ܣ)ݐݔ, and is called the exterior of A. Then ݁(ܣ)ݐݔ =  is (஼ܣ)ݐ݊݅
open. 
Corollary 3.6. 
(ܣ)ݐݔ݁ (ܽ = ߮ ⟺ (ܣ)݈ܿ =  .ܧ
(ܣ)ݐݔ݁ (ܾ = (஼(ܣ)ݐݔ݁)ݐݔ݁ =  .((ܣ)݈ܿ)ݐݔ݁
ܣ)ݐݔ݁ (ܿ ∪ (ܤ = (ܣ)ݐݔ݁ ∩ (ܣ)ݐݔ݁ and (ܤ)ݐݔ݁ ∪ (ܤ)ݐݔ݁ ⊂ ܣ)ݐݔ݁ ∩  .(ܤ
Proof. ܽ) ݁(ܣ)ݐݔ = ∅ iffy ݈ܿ(ܣ)஼ = ∅ iffy ݈ܿ(ܣ) = (ܣ)ݐݔ݁ (ܾ .ܧ = ஼(ܣ)ݐݔ݁ ஼ iffy(ܣ)݈ܿ =

(஼(ܣ)ݐݔ݁)ݐݔ݁ iffy (ܣ)݈ܿ = ൯(ܣ)൫݈ܿݐݔ݁ = (஼(ܣ)݈ܿ)ݐ݊݅ = ቀ݈ܿ൫݈ܿ(ܣ)൯ቁ
஼

= ஼(ܣ)݈ܿ =
(஼ܣ)ݐ݊݅ = .(ܣ)ݐݔ݁ ܣ)ݐݔ݁ (ܿ ∪ (ܤ = ܣ)ݐ݊݅ ∪ ஼(ܤ = ஼ܣ)ݐ݊݅ ∩ (஼ܤ = (஼ܣ)ݐ݊݅ ∩ ({஼ܤ)ݐ݊݅ =
(ܣ)ݐݔ݁ ∩ (ܣ)ݐݔ݁ and (ܤ)ݐݔ݁ ∪ (ܤ)ݐݔ݁ = (஼ܣ)ݐ݊݅ ∪ (஼ܤ)ݐ݊݅ ⊂ ஼ܣ)ݐ݊݅ ∪ (஼ܤ =
ܣ))ݐ݊݅ ∩ (஼(ܤ = ܣ)ݐݔ݁ ∩  .(ܤ
Example 3.6. in the space ℝ. 
ܽ) ∀ܽ, ܾ ∈ ℝ, ,ܽ])ݐݔ݁ ܾ]) = ,ܽ[)ݐݔ݁ ܾ[) = ,ܽ[)ݐݔ݁ ܾ]) =] − ∞, ܽ[∪]ܾ, +∞[ and ݁ݐݔ(] −
∞, ܽ]) =]ܽ, +∞[. 
ܾ) ∀ܽ, ܾ ∈ ℝ, ܾ݀([ܽ, ܾ]) = ܾ݀(]ܽ, ܾ[) = ܾ݀(]ܽ, ܾ]) = {ܽ, ܾ} and ܾ݀(] − ∞, ܽ]) = {ܽ}. 
ܿ) ∀ܽ ∈ ℝ, ({ܽ})ݐݔ݁ =] − ∞, ܽ[∪]ܽ, +∞[, ܾ݀({ܽ}) = {ܽ}. 
(ℕ)ݐݔ݁ (݀ =] − ∞, 0[∪ (∪௡∈ℕ]݊, ݊ + 1[), ܾ݀(ℕ) = ℕ; (ℤ)ݐݔ݁  =∪௡∈ℤ]݊, ݊ + 1[, ܾ݀(ℤ) =
ℤ; (ℚ)ݐݔ݁  = (ℚ஼)ݐݔ݁ = ∅, ܾ݀(ℚ) = ܾ݀(ℚ஼) = ℝ. 
Example 3.7. 
ܽ) If A is the part of the indiscrete space E, ݁(ܣ)ݐݔ = ቄܣ if ܣ = ∅;

∅ if ܣ = .ܧ
� 

ܾ) In the discrete space E, ݁ݐݔ(∅) = (ܧ)ݐݔ݁ and ܧ = ∅. 
ܿ) If, ܧ = {ܽ, ܾ, ܿ, ݀} and ߬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ}, ({݀})ݐݔ݁ then {ܧ = {ܽ, ܾ} and 
,ܽ})ݐݔ݁ ܿ, ݀}) = ∅. 
 

4-Metric Space 
 

In this chapter, we are interested in the definition, of one special kind of a topological 
space, called metric space, i.e. a space witch a metric is defined. This space is very useful, in 
the study of the Cauchy sequences, uniform continuity, and enjoying several properties, which 
are not valid in a general topological space. We present here, and in the chapter 13 and 14, the 
particularities of this space such as: open, neighborhood, limit, continuity,...,etc. 
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4.1 Definitions and examples 
Definition 4.1. The application ݀ from the set ܧ ×  into ℝ₊ is said to be a metric over E, if it ܧ
satisfies for every ݔ, ,ݕ ݖ ∈   :the following three axioms ,ܧ
,ݔ)݀ (₁݉ (ݕ = 0 ⟺ ݔ  =  .(separation axiom) ,ݕ
,ݔ)݀ (₂݉ (ݕ = ,ݕ)݀  .(symmetry axiom) ,(ݔ
,ݔ)݀ (₃݉ (ݕ ≤ ,ݔ)݀ (ݖ + ,ݖ)݀  .(triangular inequality axiom) ,(ݕ
The couple (ܧ, ݀) or simply E if no confusion (as in general, there are more than one metric 
defined on E) 
Example 4.1. 
ܽ) The function ݀௨: ℝ × ℝ → ℝ₊ defined by: ∀ݔ, ݕ ∈ ℝ, ݀௨(ݔ, (ݕ = ݔ| − .| where ,|ݕ | is the 
absolute value function on ℝ is a metric on ℝ, called the usual metric and (ℝ, ݀௨) is called 
usual metric space. 
ܾ) Let ℝⁿ, ݊ ∈ ℕ∗ be the ݊ dimensional Euclidian space, and ݀₁, ݀₂, ݀∞ the functions from 
ℝⁿ×ℝⁿ to ℝ₊ defined respectively by :∀ݔ, ݕ ∈ ℝⁿ, ݀₁(ݔ, (ݕ = ∑ ఈݔ| − ఈ|௡ݕ

ఈୀଵ ; ,ݔ)₂݀  (ݕ =
ඥ∑ ఈݔ) − ఈ)ଶ௡ݕ

ఈୀଵ ;  and ݀∞(ݔ, (ݕ = ఈݔ|ଵஸఈஸ௡ݔܽ݉ − ݔ ఈ|, whereݕ = ,ଵݔ) . . . , ఈݔ , . . . , ,(௡ݔ ݕ =
,ଵݕ) . . . , ఈݕ , . . . , ,(௡ݕ and ∀1 ≤ ߙ ≤ ݊, ఈݔ , ఈݕ ∈ ℝ. Then (ℝⁿ, ݀₁), (ℝⁿ, ݀₂) and (ℝⁿ, ݀∞) are 
metric spaces. To prove the triangular inequality axiom for ݀₂, we us the following Cauchy-
Bouniakowsky inequality: ∀ݔ, ݕ ∈ ℝⁿ, ඥ∑ ఈݕఈݔ

௡
ఈୀଵ ≤ ൫ඥ∑ ఈݔ

ଶ௡
ఈୀଵ ൯൫ඥ∑ ఈݕ

ଶ௡
ఈୀଵ ൯. 

ܿ) Let E be an ensemble, the function ݀ from ܧ × ,ݔ∀ :to ℝ₊ defined by ܧ ݕ ∈ ,ܧ ,ݔ)݀ (ݕ =

൜1, if x ≠ y
0, if x = y,

� is a metric on E called a discrete metric, and the metric space (ܧ, ݀) is called a 

discrete metric space. 
݀) Let ܽ, ܾ ∈ ℝ be, and ܧ = ,ܽ])ܥ ܾ]) the set of the continuous functions from [ܽ, ܾ] to ℝ. 
The applications ݀₁, ݀₂, ݀∞ from ܧ × ,݂∀ :to ℝ₊ defined respectively by ܧ ݃ ∈ ,ܧ ݀₁(݂, ݃) =

∫ (ݐ)݂| − ௕ݐ݀|(ݐ)݃
௔ ; ݀₂(݂, ݃) = ට∫ (ݐ)݂) − ௕ݐ²݀((ݐ)݃

௔  and ݀∞(݂, ݃) = (ݐ)݂|௔ஸ௧ஸ௕ݔܽ݉ −

,ܧ) are the metrics on E, so |(ݐ)݃ ݀₁), ,ܧ) ݀₂) and (ܧ, ݀∞) are metric spaces. To prove the 
separation axiom for ݀₁, we us the following result concerning the integral of the positive 
function: if the continuous function ℎ: [ܽ, ܾ] → ℝ₊ is such that ∫ h(t)dt௕

௔ =0, then ℎ(ݐ) =
0, ݐ∀ ∈ [ܽ, ܾ].To prove the triangular inequality axiom of ݀₂, we us the following integral 
Cauchy-Bouniakowsky inequality: 

∀݂, ݃ ∈ ,ܧ ∫ ௕ݐ݀(ݐ)݃(ݐ)݂
௔ ≤ ቆට∫ ௕ݐ²݀(ݐ)݂

௔ ቇ ቆට∫ ௕ݐ²݀(ݐ)݃
௔ ቇ. 

Proposition 4.1. In a metric space (ܧ, ݀), the following inequality holds: ∀ݔ, ,ݕ ݖ ∈
,ݔ)݀| ;ܧ (ݕ − ,ݔ)݀ |(ݖ ≤ ,ݕ)݀  .(ݖ
Proof. By, the symmetric and the triangular inequality property in the definition 4.1, 
,ݔ∀ ,ݕ ݖ ∈ ,ܧ ,ݔ)݀ (ݖ ≤ ,ݔ)݀ (ݕ + ,ݕ)݀ ,ݔ)݀ and (ݖ (ݕ ≤ ,ݔ)݀ (ݖ + ,ݕ)݀ ,ݔ∀ then ,(ݖ ,ݕ ݖ ∈
,ܧ ,ݔ)݀ (ݖ − ,ݔ)݀ (ݕ ≤ ,ݕ)݀ ,ݔ)݀ and (ݖ (ݕ − ,ݔ)݀ (ݖ ≤ ,ݕ)݀ ,ݔ∀ so ,(ݖ ,ݕ ݖ ∈ ,ܧ ,ݕ)݀− (ݖ ≤
,ݔ)݀ (ݖ − ,ݔ)݀ (ݕ ≤ ,ݕ)݀ ,ݔ∀ .i.e ,(ݖ ,ݕ ݖ ∈ ,ܧ ,ݔ)݀| (ݕ − ,ݔ)݀ |(ݖ ≤ ,ݕ)݀  .(ݖ
It's easy to check that: 
Proposition 4.2. If, (ܧ, ݀) is a metric space and ߶: ℝ₊ → ℝ₊ is an increasing function, which 
satisfies, for every ݑ, ݒ ∈ ℝ₊, ݑ)߶ + (ݒ ≤ (ݑ)߶ + and ߶(0) (ݒ)߶ = 0. Then, the 
composition function ߶ ∘ ݀ is a metric on ܧ. 
Example 4.2. Let (ܧ, ݀) be a metric space, the functions ߜ, ,′ߜ :′′ߜ ܧ × ܧ → ℝ₊, defined 
respectively by: ∀ݔ, ݕ ∈ ,ܧ ,ݔ)ߜ (ݕ = ݉݅݊(1, ,ݔ)݀ ;((ݕ ,ݔ)′ߜ  (ݕ = ௗ(௫,௬)

ଵାௗ(௫,௬)
 and ݔ)′′ߜ, (ݕ =

݈݊(1 + ,ݔ)݀ ,߶ are metrics. Indeed, the function ((ݕ ߰, :ߠ ℝ₊ → ℝ₊ defined respectively by, 
ݑ∀ ∈ ℝା, (ݑ)߶ = ݉݅݊(1, ;(ݑ (ݑ)߰  = ௨

ଵା௨
 and (ݑ)ߠ = ݈݊(1 +  where ݈݊ is the Neperien ,(ݑ
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logarithm function, satisfy the conditions of the proposition 4.2, since ∀ݑ, ݒ ∈ ℝା,  ߶(ݑ +
(ݒ = ݉݅݊(1, ݑ + (ݒ ≤ ݉݅݊(1, (ݑ + ݉݅݊(1, (ݒ = (ݑ)߶ + ݑ)߰  ;(ݒ)߶ + (ݒ = ௨ା௩

ଵା௨ା௩
=

௨
ଵା௨ା௩

+ ௩
ଵା௨ା௩

≤ ௨
ଵା௨

+ ௩
ଵା௩

= (ݑ)߰ + ݑ)ߠ and (ݒ)߰ + (ݒ = ݈݊(1 + ݑ + (ݒ ≤ ݈݊(1 +
1)(ݑ + (ݒ = ݈݊(1 + (ݑ + ݈݊(1 + (ݒ = (ݑ)ߠ +  .The others conditions are obvious .(ݒ)ߠ
Definition 4.3. Let a part A, of the metric space E. 
ܽ) A is said to be bounded, if there is ݇ > 0, such that ݀(ݔ, (ݕ ≤ ݇, ,ݔ∀ ݕ ∈  .ܣ
ܾ) When A is bounded, the real number (ܣ)ߜ = ,ݔ)௫,௬∈஺݀݌ݑݏ  .is called, the diameter of A (ݕ
It is clear that: 
Corollary 4.1. If A and B are two subsets of the metric space (ܧ, ݀). Then: 

a) A is bounded⟺ (ܣ)ߜ < +∞. 
b) (ܣ)ߜ = 0 ⟺ ܣ =  .{ݔ}
c) (ܣ)ߜ =  .((ܣ)݈ܿ)ߜ
d) If A⊂ ܤ ⟹ (ܣ)ߜ  ⊂  .(ܤ)ߜ 
e) ܣ)ߜ ∪ (ܣ)ߜ =(ܤ + ,ܣ)݀ (ܤ +  .(ܤ)ߜ

Example 4.3. 
ܽ) In the metric space E, ∀ݔ ∈ ({ݔ})ߜ is bounded and {ݔ} the part ,ܧ = 0. 
ܾ) In the usual metric space,  ߜ([ܽ, ܾ]) = ݔ|௫,௬∈[௔,௕]ݔܽ݉ − |ݕ = ܾ − ܽ. 
Definition 4.4. Let A and B are nonvoide parts of a metric space (ܧ, ݀). We call distance 
between A and B, the real number ݀(ܣ, (ܤ = ݉݅݊(௫,௬)∈஺×஻݀(ݔ,  ,in E ݔ and for a fixed ,(ݕ
distance between {ݔ} and B, the real number ݀(ݔ, (ܤ = ݉݅݊௬∈஻݀(ݔ,  .(ݕ
Remark 4.1. Since in the usual metric ℝ, for ܣ = {0} and ܤ = ଵ

௡
, ∀݊ ∈ ℕ∗ ݀(ܣ, (ܤ =

݉݅݊ ቄଵ
௡

, ∀݊ ∈ ℕ∗ ቅ = 0, then the first axiom in the definition of the metric is not checked, 
then the distance between the parts of a metric space, is not a metric. 
Definition 4.5. Let (ܧ, ݀) be a metric space, ܽ ∈ ݎ and ܧ > 0. 
ܽ) The set ܤ(ܽ, (ݎ = ݔ} ∈ ,ܧ ݀(ܽ, (ݔ <  .ݎ is called the open bull, with center ܽ and radius ,{ݎ
ܾ) The set ܤ෨(ܽ, (ݎ = ݔ} ∈ ,ܧ ݀(ܽ, (ݔ ≤  is called the closed bull, with center ܽ and radius ,{ݎ
 .ݎ
ܿ) The set ܵ(ܽ, (ݎ = ݔ} ∈ ,ܧ ݀(ܽ, (ݔ =  .ݎ is called the sphere, with center ܽ and radius ,{ݎ
Example 4.4. 
a) In (ℝ, ݀௨), if a∈ℝ; ܤ(ܽ, (ݎ = ݔ} ∈ ℝ, |ܽ − |ݔ < {ݎ =]ܽ − ,ݎ ܽ +  ;]ݎ
,ܽ)෨ܤ (ݎ = ݔ} ∈ ℝ, |ܽ − |ݔ ≤ {ݎ = [ܽ − ,ݎ ܽ + ,ܽ)ܵ and ;[ݎ (ݎ = ݔ} ∈ ,ܧ |ܽ − |ݔ = {ݎ = {ܽ −
,ݎ ܽ +  .{ݎ
b) In (ℝ², ݀₁), (0,1)ܤ = ,ݔ)} (ݕ ∈ ℝ², |ݔ| + |ݕ| < 1}, witch is the surface of a lozenge. 
ܿ) In (ℝ², ݀₂), ෨(0,1)ܤ = ,ݔ)} (ݕ ∈ ℝ², ²ݔ + ²ݕ ≤ 1}, witch is a disk. 
݀) In (ℝ², ݀∞), ܵ(0,1) = ,ݔ)} (ݕ ∈ ℝ², ,|ݔ|)ݔܽ݉ (|ݕ| = 1}, witch is a square. 
݁) In a discrete metric space E. 
If, ݎ < 1, ,ܽ)ܤ (ݎ = ,ܽ)ܤ (ݎ = {ܽ} and ܵ(ܽ, (ݎ = ∅. 
If, ݎ = 1, ,ܽ)ܤ (ݎ = {ܽ} and ܤ(ܽ, (ݎ = ܵ(ܽ, (ݎ =  .ܧ
If, ݎ > 1, ,ܽ)ܤ (ݎ = ,ܽ)ܤ (ݎ = ,ܽ)ܵ and ܧ (ݎ = ∅. 
Proposition 4.2. A part of a metric space, is bounded⟺it is contained, in an open or closed 
ball. 
Proof. Let A a bounded part of a metric space E, then δ(A)<+∞ and ∀ݔ, ݕ ∈ ,ܣ ,ݔ)݀ (ݕ ≤
ݕ so for ,(ܣ)ߜ = ܽ (fixed), ∀ݔ ∈ ,ܣ ݀(ܽ, (ݔ ≤ ܣ then ,(ܣ)ߜ ⊂ ,ܽ)෨ܤ  Inversely, suppose .((ܣ)ߜ
that there exist ܽ ∈ ݎ and ܧ > 0, such that ܣ ⊂ ,ܽ)෨ܤ ,ݔ∀ then ,(ݎ ݕ ∈ ,ܣ ݀(ܽ, (ݔ ≤  and ݎ
݀(ܽ, (ݕ ≤ ,ݔ)݀ ,since, by the triangular inequality axiom ݎ (ݕ ≤ ,ݔ)݀ ܽ) + ݀(ܽ,  then ,(ݕ
,ݔ∀ ݕ ∈ ,ܣ ,ݔ)݀ (ݕ ≤  .and A is bounded ݎ2
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4.2. Metric-induced topology 
The topology on a metric space, is closely related to the open balls, defined by the metric 

of this space. Then, if (ܧ, ݀) is a metric space, the collection ߬ௗ ∪ {∅} of the subsets of E, 
defined by: O∈߬ௗ ⟺for every ݔ ∈ ܱ, there exists ݎ > 0, such that ݔ)ܤ, (ݎ ⊂ ܱ, is a topology 
on E, called a metric-induced topology, or associated topology, or adjacent topology to the 
metric space E. Let us verify that ߬ௗ ∪ {∅}, satisfies the axioms of a topology: 
ܱ₁-It is clear that ∅ and E are in ߬ௗ ∪ {∅}. 
ܱ₂-If, { ఈܱ , ߙ ∈△} is the collection of the elements of ߬ௗ then, for ݔ ∈∪ఈ∈△ ఈܱ, there exist 
₀ߙ ∈ ∆ and ݔ ∈ ఈܱ₀, so there exits r>0, such that ݔ)ܤ, (ݎ ⊂ ఈܱ₀ ⊂∪ఈ∈△ ఈܱ, so ∪ఈ∈△ ఈܱ∈߬ௗ. 
ܱଷ-If, { ఈܱ , 1 ≤ ߙ ≤ ݊, ݊ ∈ ℕ∗} is the finite collection of the elements of ߬ௗ then, for ݔ ∈
∩αୀଵ

୬
ఈܱ, we have ݔ ∈ ఈܱ, ∀ߙ = 1, . . . , ݊; then there exists ݎఈ > 0, such that ݔ)ܤ, (ఈݎ ⊂  ఈܱ, 

so for ݎ = ఈݎ}݊݅݉ , 1 ≤ ߙ ≤ ݊}, ,ݔ)ܤ (ݎ ⊂∩αୀଵ
୬

ఈܱ , therefore ∩αୀଵ
୬

ఈܱ ∈ ߬ௗ. 
Proposition 4.3. 
ܽ) The open ball is open. 
ܾ) The closed ball is closed. 
Proof. ܽ) Let ݔ ∈ ,ܽ)ܤ ߩ then for ,(ݎ = ݎ − ݀(ܽ, (ݔ > 0, ,ݔ)ܤ (ߩ ⊂ ,ܽ)ܤ ,ܽ)ܤ so ,(ݎ  is (ݎ
open. Indeed, for ݕ ∈ ,ݔ)ܤ ,ݔ)݀ ,(ߩ (ݕ < ߩ = ݎ − ݀(ܽ, ,ܽ)݀ then ,(ݔ (ݕ ≤ ݀(ܽ, (ݔ +
,ݔ)݀  (ݕ < ݕ therefore ,ݎ ∈ ,ܽ)ܤ ݔ Let (ܾ .(ݎ ∈ ,ܽ)෨ܤ ,ݔ)ܤ ஼, then(ݎ (ߩ ⊂ ,ܽ)෨ܤ  ஼, where(ݎ
ߩ = ݀(ܽ, (ݔ − ݎ > 0. Indeed if ݕ ∈ ,ݔ)ܤ ,(ߩ ,ݔ)݀ (ݕ < ߩ = ݀(ܽ, (ݔ − ݎ ≤ ݀(ܽ, (ݕ +
,ݕ)݀ (ݔ − ݎ implies that ,ݎ < ݀(ܽ, ݕ so ,(ݕ ∈ ,ܽ)෨ܤ ,ܽ)෨ܤ ஼ hence(ݎ ,ܽ)෨ܤ ஼ is open , so(ݎ  is (ݎ
closed. 
Remark 4.2. 
ܽ) All the definitions given in a general topological space, remain valid for a space associated 
to a metric such as: the neighborhoods, the closure, the interior, the boundary,...etc. 
ܾ) Any open in ߬ௗ is the union of the open balls, indeed if, ܱ ∈ ߬ௗ, ܱ =∪௫∈ை {ݔ} ⊂
∪௫∈ை ,ݔ)ܤ (ݎ ⊂ ܱ. So for every ݔ in a metric space, the collection {ݔ)ܤ, ,(ݎ ݎ > 0} of open 
balls, constitute a basis of neighborhoods of ݔ. Also, ܰ ∈ (ݔ)ࣨ ⇔ ݎ∃ > 0, ,ݔ)ܤ (ݎ ⊂ ܰ. 
Indeed: ܰ ∈ (ݔ)ࣨ ⇔ ∃ܱ ∈ ߬ௗ , ݔ ∈ ܱ ⊂ ܰ ⇔ ݎ∃ > 0, ,ݔ)ܤ (ݎ ⊂ ܱ ⊂ ܰ. Therefore in 
,ܧ) ߬ௗ), it suffices for neighborhoods of ݔ to consider the collection of open bulls 
,ݔ)ܤ} ,(ݎ ݎ > 0}. 
ܿ) It is clear that, in a metric space ܧ, for 0 < ߩ < ܽ and ݎ ∈ ,ܽ)ܤ ,ܧ (ߩ ⊂ ,ܽ)෨ܤ (ߩ ⊂ ,ܽ)ܤ  .(ݎ
݀) Do not believe that, the interior of a closed ball is the open ball, and that, the closure of an 
open ball is the closed ball. In fact, in a discrete metric space, ܤ(ܽ, (ݎ = {ܽ}, since 
,ܽ)ܤ)݋݈ܿ ((ݎ = ({ܽ})݋݈ܿ = {ܽ} (We will see in chapter 13, that in metric space the singleton 
is closed) and ܤ෨(ܽ, (ݎ = ,ܽ)෨ܤ)ݐ݊݅ then ,ܧ ((ݎ = (ܧ)ݐ݊݅ =  .ܧ

 
5-Densety, Countability and Separation Axioms 

 
5.1-Densety, countability  

A topological space, with the concepts defined in the preceding chapters, becomes more 
and more interesting, if it is reinforced by additional conditions, such as: countability, 
separability, compactness, ... etc. In the sequel, we will introduce the axioms of this series in 
the order of their successive reinforcement. Let ܧ be a topological space, A and B a non-
empty subsets of E. 
Everywhere dense part. The part A is said to be everywhere dense in E, if ݈ܿ(ܣ) =  .ܧ
Dense part. The part A is said to be dense in E, if ݅݊((ܣ)݈ܿ)ݐ ≠ ∅. Equivalently, the part A is 
said to be nowhere dense in E, if ݅݊((ܣ)݈ܿ)ݐ = ∅. 
Example 5.1. 
ܽ) ℚ and ℚ஼ are everywhere dense in the space ℝ. 
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ܾ) In the space ℝ, all intervals are dense, for example: ܣ = [0,1[ is dense in ℝ, since 
((ܣ)݈ܿ)ݐ݊݅ =]0,1[≠ ∅. 
ܿ) In the indiscrete space, all part A is dense in E, since ݅݊((ܣ)݈ܿ)ݐ = ܧ ≠ ∅. The only 
nowhere dense subset is ∅. 
݀) In the discrete space E, all part A, is dense in itself, since ݈ܿ(ܣ) =  The only nowhere .ܣ
dense subset is ∅. 
It is obvious that. 
Proposition 5.1. 
1) If ݈ܿ(ܣ) = ܣ and ܧ ⊂ (ܤ)݈ܿ then ,ܤ =  .ܧ
2) A part A of the space E is nowhere dense⟺cl(A) is nowhere dense⟺  ஼ is(ܣ)݈ܿ
everywhere dense. 
3) If A or B are nowhere dense, then ܣ ∩  .is nowhere dense ܤ
The following corollaries give useful characterizations for the everywhere dense parts. 
Corollary 5.1. ݈ܿ(ܣ) = ܧ ⟺for every non empty open ܱ, ܱ ∩ ܣ ≠ ∅. 
Proof. Since ∀ݔ ∈ ܱ, ݔ ∈ ܱ and (ܣ)݈ܿ ∈ ܱ then ,(ݔ)ࣨ ∩ ܣ ≠ ∅. Inversely, let ݔ ∈  and ܧ
ܰ ∈ ݔ ,ܱ there exists an open ,(ݔ)ࣨ ∈ ܱ ⊂ ܰ, such that ∅ ≠ ܱ ∩ ݔ N∩A, so⊃ܣ ∈  .(ܣ)݈ܿ
Corollary 5.2. If ݈ܿ(ܣ) = ܱ)݈ܿ and O is an open, then ܧ ∩ (ܣ = ݈ܿ(ܱ). 
Proof. Let ݔ ∈ ݈ܿ(ܱ) and ܰ ∈ ݔ ,there exists an open U ,(ݔ)ࣨ ∈ ܷ ⊂ ܰ, as ܷ ∈  then ,(ݔ)ࣨ
ܷ ∩ ܱ ≠ ∅, furthermore ܷ ∩ ܱ is open. By corollary 5.1, ܷ ∩ (ܱ ∩ (ܣ = (ܷ ∩ ܱ) ∩ ܣ ≠ ∅, 
then ܰ ∩ (ܱ ∩ (ܣ ≠ ∅, so ݔ ∈ ݈ܿ(ܱ ∩  .the converse is obvious ,(ܣ
Remark 5.1. It may be that, the equality in corollary 5.2 is false, if O is not open, as shown in 
the following example. Let ܧ = {1,2,3}, ߬ = {∅, {1,2}, ܣ ,{ܧ = {1} and ܷ = {3} no open, then 
(ܣ)݈ܿ = ܣ)݈ܿ ,ܧ ∩ ܷ) = ∅ and ݈ܿ(ܷ) = {3}, so ݈ܿ(ܣ ∩ ܷ) ≠ ݈ܿ(ܷ). 
Corollary 5.3. Let U be a part, of a space E. Then, U is open⟺ (ܣ)݈ܿ ∩ ܷ ⊂ ܣ)݈ܿ ∩ ܷ), for 
all ܣ ∈  .(ܧ)࣪
Proof. Let ݔ ∈ (ܣ)݈ܿ ∩ ܷ and ܰ ∈ ܷ as ,(ݔ)ࣨ ∈ ܰ then ,(ݔ)ܰ ∩ ܷ ∈ ܰ so ,(ݔ)ࣨ ∩ ܣ) ∩
ܷ) ≠ ∅, therefore ݔ ∈ ܣ)݈ܿ ∩ ܷ). Reciprocally, if ݈ܿ(ܣ) ∩ ܷ ⊂ ܣ)݈ܿ ∩ ܷ), for all ܣ ∈  ,(ܧ)࣪
then for ܣ = ܷ஼ , ݈ܿ(ܷ஼) ∩ ܷ ⊂ ݈ܿ(ܷ஼ ∩ ܷ) = ∅, so ݈ܿ(ܷ஼) ∩ ܷ = ஼(ܷ)ݐ݊݅ ∩ ܷ = ∅, which 
implies that ܷ ⊂  .hence U is open ,(ܷ)ݐ݊݅
Separable space. A topological space is called separable, if it has an everywhere dense 
countable subset. 
First countability. A space E, is called first countable or 1D-space, if each point of E, has a 
countable basis of neighborhoods. 
Second countability. A space E, is said to be, second countable or 2D-space, if the topology 
of E, has a countable basis. 
 
Example 5.2. 
݅) The space ℝ is: 
ܽ) Separable, since ℚ is countable and ݈ܿ(ℚ) = ℝ. 
ܾ) 1D-space, since ∀ݔ ∈ ℝ, the countable family ቄቃݔ − ଵ

௡
, ݔ + ଵ

௡
ቂ , ݊ ∈ ℕ∗ቅ is a basis of 

neighborhoods of ݔ. 
ܿ) 2D-space, since the countable family ቄቃݎ − ଵ

௡
, ݎ + ଵ

௡
ቂ , ݊ ∈ ℕ∗and r ∈ ℚቅ is a basis of ߬௨. 

݅݅) The indiscrete space is separable, and 2D-space, since B=E. 
݅݅݅) The discrete space is clearly 1D-space, but it is 2D-space, only if it is countable. 
 .The cofinite space is 2D-space, it is a discrete space if it is finite (ݒ݅
Proposition 5.2. Any 2D-space, is 1D-space and separable.  
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Proof. It is clear that 2D-space is 1D-space. Let ܤ = ,௡ܤ} ݊ ∈ ℕ} a countable basis and 
ܦ = ,௡ݔ} ݊ ∈ ℕ}, ௡ݔ ∈ (ܦ)݈ܿ ௡ thenܤ = ܱ if not the open set ,ܧ =  ஼ has no element of(ܦ)݈ܿ
୬₀ݔ impossible since there exists ,ܦ ∈ ୬₀ܤ ⊂ ܱ. 
Remark 5.2. In general, the separable space is not 2D-space, for example 
߬ = {∅, {[ܽ, ܾ[, ܽ, ܾ ∈ ℝ}, ℝ} is a separable topology on ℝ, which is not 2D-space. 
Proposition 5.3. In the separable space, every disjoint collection of open sets is countable. 
Proof. Let { ఈܱ , ߙ ∈△} be a disjoint collection of open sets and ܦ a countable subset of the 
space E, with ݈ܿ(ܦ) = } Suppose that .ܧ ఈܱ , ߙ ∈△} is uncountable. Since for every ݔ ∈ ఈܱ 
and every ∈△ ఈܱ ∩ ܦ ≠ ∅, then ∪α∈△ ( ఈܱ ∩ (ܦ ≠ ∅ as { ఈܱ , ߙ ∈△} is a disjoint collection, 
this union is uncountable, therefore D is uncountable, contradiction. 
The collection {ܷఈ , ߙ ∈△} of the subsets of E, is called a cover of E, if ܧ ⊂∪α∈△ ܷఈ. We say 
that, {ܷఈ , ߙ ∈ δ ⊂△} is a subcover of {ܷఈ , ߙ ∈△} if, it is a cover of E. A cover of a space, 
where the elements are open (respectively closed) is called open cover (respectively closed 
cover). 
Proposition 5.4. In 2D-space, any open cover has a countable subcover. 
Proof. Let { ఈܱ , ߙ ∈△} be an open cover of a space E and {ܤ௡, ݊ ∈ ℕ} a countable basis of τ, 
then for ݔ ∈ ,₀ߙ) there exists ,ܧ ݊₀) ∈△× ℕ, such that ݔ ∈ ௡₀ܤ ⊂ ఈܱ₀. The collection {ܤ௡, ݊ ∈
ܰ ⊂ ℕ} whitch contains ܤ௡₀ is then finite or countable and the collection { ఈܱ೙ , ݊ ∈ ܰ} cover 
E, since ܧ ⊂∪௡∈ே ఈܱ೙. 
 
5-2. First variation of the separation axioms 

Another important type, of additional conditions, on a topological space, is provided by the 
separations axioms i.e. distinct points or disjoint closed sets, may be separated by disjoint 
open sets. In addition to the open sets, the separation axioms are required to complete the 
structure of the topology. We will give these axioms, according to the increasing degree of 
separation. 
A space E is: 
T₀ (or T₀-space, or Kolmogorov space), if ݔ,  are distinct points of E, there exists an open set ݕ
O, which contains one of the points but not the other. 
T₁ (or T₁-space, or Fréchet space), if ݔ,  are distinct points of E, there exists: an open ௫ܱ ݕ
which contains ݔ but not ݕ and, an open ௬ܱ which contains ݕ but not ݔ, ( ௫ܱ and ௬ܱ are not 
necessarily disjoint). 
T₂ (or T₂-space, or Hausdorff space, or separate space ), if ݔ,  are distinct points of E, there ݕ
exist disjoint open sets ௫ܱ and ௬ܱ such that ݔ ∈ ௫ܱ and ݕ ∈ ௬ܱ. 
Regular (or Regular space), if for a closed set F in E, and ݔ ∈  ஼, there exist disjoint openܨ
sets ܱி and ௫ܱ such ܨ ⊂ ܱி and ݔ ∈ ௫ܱ. 
T₃ (or T₃-space), if it is both T₁ and regular or Tଶ and regular. 
Normal (or normal space), if F and G are disjoint closed sets, there exist disjoint open sets ܱி 
and ܱீ  such that ܨ ⊂ ܱி and ܩ ⊂ ܱீ. 
T₄ or (or T₄-space), if it is both T₁ and normal or Tଶ and normal. 
Completely normal, if A and B are disjoint, there exist disjoint open sets ஺ܱ and ܱ஻ such that 
ܣ ⊂ ஺ܱ and ܤ ⊂ ܱ஻. 
T₅, (or T₅-space), if it is both T₁ and completely normal or Tଶ and completely normal. 
Example 5.3. 
ܽ) (ℕ∗, ࣨ) defined in example 2.3 ݃), is T₀-space. Indeed, if ݉, ݊ ∈ ℕ∗, m<n then, the open 
set ܰ௠ = {1,2, . . . , ݉} containing ݉ and do not containing ݊. In the other hand, since if 
݉, ݊ ∈ ℕ∗, ݉ < ݊, any open ௡ܰ = {1,2, . . . , ݊} containing both ݊ and ݉, so (ℕ∗, ࣨ) is not T₁-
space. Then T₀⇏T₁. 
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ܾ) The space ℝ is Hausdorff. In fact, if ݔ, ݕ ∈ ℝ, ݔ ≠ ݔ) ݕ < ݖ there exists (ݕ ,ݔ[∋  such ,]ݕ
that, ቃݔ − ଵ

ଶ
, ቂݖ ∩ ቃݖ, ݕ + ଵ

ଶ
ቂ = ∅. 

ܿ) The discrete space E, is T₀, T₁ and T₂-space. Indeed, if ݔ, ,ݕ ݖ ∈ ,ܧ ݔ ≠ ݕ ≠  {ݔ} the open ,ݖ
not containing ݕ, then E, is T₀ the open {ݔ, ,ݕ} and the open ݕ not containing {ݖ  not {ݖ
containing ݔ, then E, is T₁. As, the open {ݔ} and {ݕ} are disjoint, E is T₂. 
݀) Let ܧ = {ܽ, ܾ, ܿ} with the topology ߬ = {∅, {ܽ}, {ܾ, ܿ},  .where its elements are clopen ,{ܧ
Then ܽ ∉ {ܾ, ܿ}, ܾ ∉ {ܽ}, ܿ ∉ {ܽ} and {ܽ} ∩ {ܾ, ܿ} = ∅, so E is regular, since there is not open 
sets containing ܾ but not ܿ and no open set containing ܿ but not ܾ. Therefore, E is not T₀-
space, so it is not T₁-space and it is not Tଷ. The only disjoint clopen sets are {ܽ} and {ܾ, ܿ}, 
then E is normal but it is not T₄-space. 

The T௜-space (i=0,...,5) are characterized by: 
Proposition 5.5. Let E be a space. The following assertions are equivalent: 
a) E is T₀. 
ܾ) If, ݔ, ({ݔ})݈ܿ are distinct points of E then ݕ ≠  .({ݕ})݈ܿ
ܿ) If, ݔ, ܣ are not accumulation points of ݕ and ݔ are distinct points of E, then ݕ = ,ݔ}  .{ݕ
Proof. ܽ) ⟹ ܾ). As, E is T₀ and ݔ, ܱ are distinct points of E, there exists an open ݕ ∋  such ,ݔ
that {ݕ} ⊂ ܱ஼ which is closed, then ݈ܿ({ݕ}) ⊂ ܱ஼, so ݔ ∈ ݔ and ({ݔ})݈ܿ ∉  then ({ݕ})݈ܿ
({ݔ})݈ܿ ⊈ (ܾ .({ݕ})݈ܿ ⟹ ܿ). Since ݔ, ݔ (ܾ are distinct points of E, by ݕ ∉  and ({ݕ})݈ܿ
ݕ ∉ ܱ there exist an open ,({ݔ})݈ܿ ∋ ܷ and an open ݔ ∋ ܱ :such that ݕ ∩ {ݕ} = ∅ and 
ܷ ∩ {ݔ} = ∅, so ܱ ∩ ({ݔ}\ܣ) = ∅ and ܷ ∩ ({ݕ}\ܣ) = ∅, then ݔ and ݕ are not accumulation 
points of ܣ = ,ݔ} (ܿ .{ݕ ⟹ ܽ). If x is not an accumulation point of A, there exists ܰ ∈  (ݔ)ࣨ
such that (ܰ\{ݔ}) ∩ ܣ = ∅, therefore there exists an open sets ௫ܱ, ݔ ∈ ௫ܱ ⊂ ܰ, then ( ௫ܱ ∖
({ݔ} ∩ ܣ = ∅, so ݕ ∉ ௫ܱ,. The same proof, for ݕ, it suffices to replace ݔ by ݕ, hence E is T₀. 
Proposition 5.6. E is T₁⟺ ݔ∀ ∈  .is closed {ݔ} the singleton ,ܧ
Proof. let ݔ ∈ ݕ suppose that, there exists ,ܧ ∈ ݕ and ({ݔ})݈ܿ ∉  then, there exists an open {ݔ}

௬ܱ ∋ ݔ and  ,ݕ ∉ ௬ܱ, such that ௬ܱ ∩ {ݔ} = ,ݔ contradiction. Conversely, let ,{ݔ} ݕ ∈ ,ܧ ݔ ≠  ,ݕ
then ݕ ∉ ({ݔ})݈ܿ = so there exists an open ௬ܱ ,{ݔ} ∋ such that ௬ܱ  ,ݕ ∩ {ݔ} = ∅, hence 
ݔ ∉ ௬ܱ, so E is T₁.  
Corollary 5.4. In a T₁-space E. The point ݔ ∈  is an accumulation point of a infinite part ,ܧ
ܣ ⊂ ܧ ⟺every neighborhood of ݔ, contains infinite points of A. 
Proof. Let ݔ be an accumulation point of a part A. Suppose that, there exists ܰ ∈  (ݔ)ࣨ
contains, a finite number of points of A, and let ܨ = ,₁ݔ} . . . ,  ௡} be this number, withoutݔ
ݔ if) ݔ ∈ ܨ as E is a T₁-space, by the proposition 5.6, the singleton is closed, then ,(ܣ =
∪௜ୀଵ

௡ ܰ since ,(ݔ)ࣨ ∋஼ܨ ,஼ is openܨ ,is closed {௜ݔ} ∩ ஼ܨ ∈ ܰ)) and ,(ݔ)ࣨ  ∩ (஼ܨ ∖ ({ݔ} ∩
ܣ = ܰ ∩ ஼ܨ ∩ ஼{ݔ} ∩ ܣ = ܨ) ∩ (஼ܨ ∩ ஼{ݔ} = ∅, contradiction with ((ܰ ∩ (஼ܨ ∖ ({ݔ} ∩ ܣ ≠
∅. It is clear that, without any condition on the space E, if ܰ ∈  N contains infinite ,(ݔ)ࣨ
points of A, then (ܰ ∖ ({ݔ} ∩ ܣ ≠ ∅, so ݔ is an accumulation point of a part ܣ. 
Remark 5.3. By proposition 5 2 and corollary 3.1, the finite part of a T₁-space, is closed, and 
does not have accumulation points. 
Proposition 5.8. E is Hausdorff⟺the intersection of the closed neighborhoods of any ݔ ∈  ,ܧ
is reduced to the singleton {ݔ}. 
Proof. Let E be a Hausdorff space, ݔ ∈  the collection of the closed (ݔ)ࣨ and ܧ
neighborhoods of ݔ. Let's demonstrate that ∩ே∈ࣨ(௫) ܰ =  Suppose that, there exists .{ݔ}
ݕ ∈∩ே∈ࣨ(௫) ܰ, and ݕ ≠ by the assumption, there exist disjoint open sets ௫ܱ ,ݔ ∋ ,ݔ , ௬ܱ ∋   ,ݕ
witch implies that ௫ܱ ⊂ ௬ܱ

஼, therefore ௬ܱ
஼ ∈  ,(absorption property ܰ₄, theorem 2.1) (ݔ)ࣨ

since ݕ ∈∩ே∈ࣨ(௫) ܰ, then ௬ܱ
஼ ∈ ) contradiction (ݔ)ࣨ ௬ܱ ∩ ௬ܱ

஼ = ∅). If now, ∀ݔ ∈ ,ܧ
∩ே∈ࣨ(௫) ܰ = ݔ then for {ݔ} ≠ ܰ there exists ,ݕ ∈ ݕ such that ,(ݔ)ࣨ ∉ ܰ, therefore there 
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exists an open ܱ, ݔ ∈ ܱ ⊂ ܰ, then ݕ ∉ ݔ ,ܱ ∈ ܱ ⊂ ݈ܿ(ܱ) ⊂ ݈ܿ(ܰ) = ܰ, so ݕ ∈ ݈ܿ(ܱ)஼ and 
ܱ ∩ ݈ܿ(ܱ)஼ = ∅, E is then Hausdorff. 
Example 5.4. 
ܽ) If, E is an infinite set, then cofinite space E is a T₁-space, but it is not Hausdroff space. 
Indeed, ∀ݔ ∈ ,ܧ  ஼ is open then {x} is closed, by proposition 5.6 E is a T₁-space. If, now{ݔ}
,ݔ ݔ are distinct points of E, and O is any open, such that ݕ ∈ ܱ and ݕ ∉ ܱ, then ݕ ∈ ܱ஼ witch 
is finite and closed. Thus, there are no nonempty open sets disjoint with ܱ. Therefore E is not 
Hausdorff. Then T₁⇏T₂. 
ܾ) Let E be a non countable set, it is easy to verify that the collection ߬௖௢௖ of all subsets of E, 
with countable complements, union ∅ is a topology in E, called cocountable topology and 
,ܧ) ߬௖௢௖) is called cocountable space. E is T₁-space but not Hausdorff. Indeed if, ݔ, ݕ ∈  and ܧ
ݔ ≠ ݔ as ,ݕ ∈ ஼{ݕ} ∈ ߬௖௢௖, we can consider an open ܱ containing ݔ but not y.As ܱ஼ is 
countable and contains no nonvoide open sets, then E is not Hausdorff. 
Proposition 5.9. Let E be a space. The following assertions are equivalent: 
 .is regular ܧ (ܽ
ܾ) Every element of E, has a basis of closed neighborhoods. 
ܿ) If ݔ ∈  .ݔ O contains a closed neighborhood of ,ݔ and, O is an open containing ܧ
݀) For every closed part ܣ ⊂  the intersection of all closed neighborhoods of A is reduced ,ܧ
to A. 
Proof. ܽ) ⟹ ܾ). If ݔ ∈ ܰ and ,ܧ ∈ ,ܱ there exists an open ,ݔ a neighborhood of (ݔ)ࣨ ݔ ∈
ܱ ⊂ ܰ, since ݔ ∉ ܱ஼ witch is closed, by ܽ) there exist an open ௫ܱ ∋  and an open  ,ݔ
U⊃ܱ஼such that ௫ܱ ∩ ܷ = ∅, then ௫ܱ ⊂ ܷ஼ ⊂ ܱ, so ݔ ∈ ௫ܱ ⊂ ܷ஼⊂N, ܷ஼ is a closed 
neighborhoods of x. ܾ) ⟹ ܿ). Let ݔ ∈ ܱ since ,ݔ and ܱ an open containing ,ܧ ∈  (ܾ by ,(ݔ)ࣨ
there exists a closed neighborhoods F of ݔ, contained in O so, there exists an open ௫ܱ , ݔ ∈

௫ܱ ⊂ ܨ ⊂ ܱ, then ௫ܱ ⊂ ݈ܿ( ௫ܱ) ⊂ ܨ ⊂ ܱ. ܿ) ⟹ ݀). Let A be a closed set in E, suppose that 
the intersection of all closed neighborhoods of A is not contained in A, then there is ݔ in this 
intersection witch is not in A, so ݔ ∈ ܱ = ஼ witch is open, by ܿ) there exists an open ௫ܱܣ ∋  ,ݔ
such that ݔ ∈ ௫ܱ ⊂ ݈ܿ( ௫ܱ) ⊂ ܱ = ܣ ஼, thenܣ ⊂ ݈ܿ( ௫ܱ)஼ ⊂ ௫ܱ

஼, so ௫ܱ
஼ is a closed 

neighborhood of A which does not contain ݔ, contradiction. Since A is in every closed 
neighborhood of A, A is in their intersection. ݀) ⟹ ܽ) Let A be a closed set in E and x an 
element of E, witch is not in A, since by ݀) A is the intersection of all closed neighborhoods 
of A, there exists a closed neighborhood N of A such that ݔ ∉ ܰ i.e. ݔ ∈ ܰ஼ = ܷ witch is 
open. Therefore, there exists an open O such that ܣ ⊂ ܱ ⊂ ܰ, since ܱ ∩ ܷ = ∅, then E is 
regulat. 
Example 5.5. Example of a space which is Hausdorff, but not regular, and hence not T₃. Let 
ܵ = ,ݔ)} (ݕ ∈ ℝ², ݕ ≥ 0} be the subset of the Euclidian plane (ℝ², ‖. ܮ ,(‖ = ℝ × {0} =
,ݔ)} (ݕ ∈ ℝ², ݕ = 0} the subset of S, and for each (ܽ, (ݎ ∈ ܵ × ℝା

∗ , (ܽ)௥ܤ = {ܾ ∈ ℝ²: ‖ܽ −
ܾ‖ <  and let ݎ the open balls of center ܽ and radius ,{ݎ

௥ܱ(ܽ) = ቊ
(ܽ)௥ܤ ∩ ܵ if  ܽ ∈ ܵ ∖                 ;ܮ
൫ܤ௥(ܽ) ∩ (ܵ ∖ ܽ ൯⋃{a} if(ܮ ∈ .ܮ

� 

Then, the collection ࣯ = { ௥ܱ(ܽ), (ܽ, (ݎ ∈ ܵ × ℝା
∗ }, is a topology on S. If ܽ and ܾ are distinct 

points of ܵ, let ‖ܽ − ܾ‖ =  then ௥ܱ(ܽ) and ௥ܱ(ܾ) are disjoint open subsets of S containing ,ݎ2
ܽ and ܾ, respectively, hence S is a Hausdorff. Consider the point ܽ = (0,0), the open set 

௥ܱ(ܽ), ܽ ∈ ܵ and the open subsets of ௥ܱ(ܽ) which contain a sets of the form ௦ܱ(ܽ), where 
0<s<r. Let ܾ ∈ {ܾ ∈ ,ܮ ‖ܽ − ܾ‖ <  ,(ܾ)Open sets containing ܾ contain sets of the form ܱ௧ .{ݏ
ݐ > 0. Since ‖ܽ − ܾ‖ < ,ݏ ܱ௧(ܾ) ∩ ௦ܱ(ܽ) ≠ ∅ and ܾ ∈ ݈ܿ( ௦ܱ(ܽ)) but ܾ ∉ ௥ܱ(ܽ), thus 
݈ܿ( ௦ܱ(ܽ)) is not a subset of ௥ܱ(ܽ), therefore S is not regular. 
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Example 5.6. Let ܧ = {ܽ, ܾ, ܿ} and the topology ߬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ},  the closed ,{ܧ
nonempty sets in E are {ܾ, ܿ}, {ܽ, ܿ}, {ܿ} and E, since there are no nonempty disjoints closed 
sets, then E is not normal. Because, for ܽ and {ܾ, ܿ}, there is no open set containing {ܾ, ܿ}, but 
not containing ܽ, then E is not regular. 
Example 5.7. Example of a space which is T₁ and regular, hence Tଷ, but not normal, hence 
not Tସ. Let ܵ = ,ݔ)} (ݕ ∈ ℝ², ݕ ≥ 0} be the subset of the Cartesian plane (ℝ², ‖. ܮ ,(‖ =
,ݔ)} (ݕ ∈ ℝ², ݕ = 0} the subset of S, and for each (ܽ, (ݎ ∈ ܵ × ℝା

∗ , (ܽ)௥ܤ = {ܾ ∈ ℝ²: ‖ܽ −

ܾ‖ < (ܽ)and let ௥ܱ ݎ the open balls of center ܽ and radius ,{ݎ = ൜ܤ௥(ܽ) ∩ ܵ if  ܽ ∈ ܵ ∖ ;ܮ
ܽ ௥(ܾ)⋃{a} ifܤ ∈       .ܮ

� 

Then, the collection ࣰ = { ௥ܱ(ܽ), (ܽ, (ݎ ∈ ܵ × ℝା
∗ }, is a topology on S. Let ܽ, ܾ in S, and 

0 < ݎ ≤ ‖ܽ − ܾ‖, then ܽ ∉ ௥ܱ(ܾ) and ܾ ∉ ௥ܱ(ܽ), so S is T₁. Let O any nonempty open in S, 
then for every ߦ ∈ ܱ, there exists ݎ > 0, such that ߦ ∈ ܱೝ

మ
(ߦ) ⊂ ܱ. Since ݈ܿ ቀܱೝ

మ
ቁ(ߦ) =

ቀܾ ∈ ℝଶ, ߦ‖ − ܾ‖ ≤ ௥
ଶ
ቁ ∩ ܵ ⊂ ௥ܱ(ߦ), if ߦ ∈ ܵ ∖ and ܱೝ ܮ

మ
(η) = ቄb ∈ ℝ², ‖η − b‖ ≤ ௥

ଶ
ቅ, where 

ߟ = ቀݔ, ௥
ଶ
ቁ when ξ=(x,0)∈L. Thus, ݈ܿ ቀܱೝ

మ
ቁ(ߦ) ⊂ ௥ܱ(ߦ). Therefore, ܱೝ

మ
(ߦ) ⊂ ݈ܿ ቀܱೝ

మ
ቁ(ߦ) ⊂

௥ܱ(ߦ) ⊂ ܱ, for every ߦ ∈ ܵ, by proposition 5.9 ܿ) S is regular, then it is Tଷ. To demonstrate 
that, S is not T₄, therefore it is not normal. Since, any subset of L is closed, the two subsets 
ܨ = ,ݔ)} 0), ݔ ∈ ℚ}, ܩ = ,ݔ)} 0), ݔ ∈ ℚ஼} are nonvoide disjoint closed in S. If, S is T₄, there 
exist two disjoint open ܱி ⊃ ீܱ and ܨ ⊃ ܽ For each .ܩ = ,ݔ) 0) ∈ ௔ݎ there exists ,ܩ > 0, 
such that ௥ܱೌ (ܽ) ⊂ ܱீ . Let {ܩ௡} be, the sequence of the subsets of G defined by: ∀݊ ∈
ℕ∗ ܩ௡ = ቄ(ݔ, 0) ∈ ,ܩ ௔ݎ ≥ ଵ

௡
ቅ. Now, it will be shown that, for some interval ܫ ⊂  every point ,ܮ

of I is arbitrarily close to ܩ௡. Suppose that, for each interval I and for each ݊ ∈ ℕ∗, there 
exists a subinterval J of I, such that ܬ ∩ ௡ܩ = ∅. Let the rational numbers be ordred in a single 
sequence (₀ݑ, ,₁ݑ . . . , ,௡ݑ . . . ). We then construct a sequence of closed intervals ܫ௡ ⊂  such ,ܫ
that ܫ௡ାଵ ⊂ ௡ݑ ,௡ܫ ∉ ௡ܫ ௡ andܫ ∩ ௡ܩ = ∅. By the Cantor principal (see lemma 3.1), there exists 
ݏ ∈ ℝ such that, ∀݊ ∈ ℕ∗, ݏ ∈ ௡ݑ ௡. Sinceܫ ∉  ௡, then s is not rational, so for sufficiently largeܫ
ݏ ,݊ ∈ ௡ܫ ௡, thereforeܩ ∩ ௡ܩ ≠ ∅, contradiction. Hence, for some n∈ℕ∗ there exists an interval 
I, such that every subinterval of I contains points of ܩ௡. Consequently, there are points of ܩ௡, 
arbitrarily close to (ݔ′, 0) ∈ ܨ ⊂ ܱ ⊂ ܱி, then there exists ݎ > 0 such that ௥ܱ((ݔ ′, 0)) ⊂ ܱி. 
On the other hand, for each ܽ = ,ݔ) 0) ∈ ,ݔ))௡ there is a set ௥ܱܩ 0)) ⊂ ܱீ, with ݎ ≥ ଵ

௡
. Hence 

if, ݔ is sufficiently close to ݔ′, the sets ௥ܱ((ݔ ′, 0)) and ௥ܱ((ݔ, 0)) intersect, thus ܱி and ܱீ  are 
not disjoint, therefore S is not T₄ and not normal. 
Proposition 5.10. E is normal⟺every open set O contains a closed neighborhood of each 
closed set F. 
Proof. Since E is normal, ܩ = ܱ஼and F are closed, there exist disjoint open ܱீ ⊃ ிܱ ,ܩ ⊃  ,ܨ
F⊂ܱி⊂ܱீ

஼⊂O, then O contains a closed neighborhoods ܱீ
஼ of each F. Inversely, let F and 

G are disjoint closed sets, since ܨ ⊂ ܱ =  ,஼, then O contains a closed neighborhoods S of Fܩ
so there is an open W such that ܨ ⊂ ܹ ⊂ ܵ ⊂ ܱ. Let ܷ = ܵ஼, then ܩ ⊂ ܷ, as ܹ ∩ ܷ ⊂ ܵ ∩
ܷ = ܷ஼ ∩ ܷ = ∅, therefore ܹ ∩ ܷ = ∅. 
Corollary 5.5. Let A be a closed part of a normal space E, contained in an open O of E. Then, 
there exists an open ܷ, such that ܣ ⊂ ܷ ⊂ ݈ܿ(ܷ) ⊂ ܱ. 
Proof. Since A and ܤ = ܱ஼ are two disjoint closed in a normal space ܧ, there are two disjoint 
open ܷ ⊃ ,ܣ ܹ ⊃ ܷ or ,ܤ ⊃ ,ܣ ܱ ⊃ ܹ஼, since ܷ ⊂ ܹ஼ then ܣ ⊂ ܷ ⊂ ݈ܿ(ܷ) ⊂ ܱ. 
Corollary 5.6. Let A be a closed part of a ସܶ-space (ܧ, ߬) and let ℬ be a basis of ߬. Then for 
all ݔ ∈ ஼ܣ , there exist ܤ, ′ܤ ∈  ℬ such that ݔ ∈ ܤ ⊂ (ܤ)݈ܿ ⊂ ′ܤ ⊂ ஼ܣ . 
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Proof. As ܣ஼ ∈ ߬, there is ܤ′ ∈  ℬ such that ݔ ∈ ′ܤ ⊂  .is closed {ݔ} ஼ as E is ସܶ-space, thenܣ
As, {ݔ} ⊂ ܷ which is open by the corollary 5.5, there is ,′ܤ ∈ ߬ such that ݔ ∈ ܷ ⊂ ݈ܿ(ܷ) ⊂
ܤ Then, there is .′ܤ ∈  ℬ such that ݔ ∈ ܤ ⊂ ܷ ⊂ ݈ܿ(ܷ) ⊂ ′ܤ ⊂ ݔ ஼. Thereforeܣ ∈ ܤ ⊂
(ܤ)݈ܿ ⊂ ′ܤ ⊂  .஼ܣ
Proposition 5.11. E is completely normal⟺ every subset ܵ ⊂  contains a closed ,ܧ
neighborhood of each ܣ ⊂ (ܣ)݈ܿ where ,(ܵ)ݐ݊݅ ⊂ ܵ. 
 

6-Topological Subspace, Product Topological Space 
 

6.1. Topological subspace 
The notion of, topological subspace, is a convenient way, to define and study new 

topological spaces. Let ܣ be a nonempty part of the space (ܧ, ߬), the collection ߬஺ defined by 
the part ஺ܱ ⊂ ܱ is an element of ߬஺ iffy, there exists ܧ ∈ ߬ such that ஺ܱ = ܣ ∩ ܱ is a 
topology, in fact: 

஺ܱଵ- As, ∅, ܧ ∈ ߬, then ܣ ∩ ∅ = ∅ ∈ ߬஺ and ܣ ∩ ܧ = ܣ ∈ ߬஺. 
஺ܱଶ-As the family { ఈܱ , ߙ ∈△} of open sets in E, satisfies ∪ఈ∈△ ఈܱ is also an open in E and 

∪ఈ∈△ ܣ) ∩ ఈܱ) = ܣ ∩ (∪ఈ∈△ ఈܱ) then ܣ ∩ (∪ఈ∈△ ఈܱ) ∈ ߬஺. 
஺ܱଷ-As the finite family { ఈܱ , ߙ = 1, … , ݊} of open sets in E, satisfies ∩ఈୀଵ

௡
ఈܱ is also an open 

in E and ∩ఈୀଵ
௡ ܣ) ∩ ఈܱ) = ܣ ∩ (∩ఈୀଵ

௡
ఈܱ) then ܣ ∩ (∩ఈୀଵ

௡
ఈܱ) ∈ ߬஺. 

The pair (ܣ, ߬஺) is called a subspace of (ܧ, ߬), and ߬஺ is called the induced (or relative, or 
trace) topology for A. It is clear that ߬஺ is closely related to ߬, i.e. ߬஺ changes if ߬ changes. 
Example 6.1 In the space ℝ 
ܽ) If ܣ = [0,1[, then, ܣ ∩ ቃ− ଵ

ଶ
, ଵ

ଶ
ቂ = ቂ0, ଵ

ଶ
ቂ ∈ ߬஺, but ቂ0, ଵ

ଶ
ቂ ∉ ߬. So an open in A, is not 

necessary an open in E and an open in E, is not necessary an open in ܣ. 
ܾ) If ܣ = ℕ, ∀݊ ∈ ℕ, ℕ ∩]݊ − 1, ݊ + 1[= {݊} are open sets in ℕ, while it is closed in the 
space ℝ. 
Proposition 6.1. Let (ܣ, ߬஺) be, a subspace of a space (ܧ, ߬), then 
ܽ) Every closed in A has the form ܣ ∩  .where F is a closed in E ,ܨ
ܾ) Every neighborhood of ݔ ∈ ܣ has the form ,ܣ ∩ ܰ, where N is a neighborhood of ݔ for τ. 
Proof. ܽ) Let G be a closed in A, then its complementary ܩ஼ಲ in A is open in A, therefore 
there exists an open O in E, such that ܩ஼ಲ = ܣ ∩ ܱ, so ܩ = ܣ) ∩ ܱ)஼ಲ = ஼ಲܣ ∪ ܱ஼ಲ = ∅ ∪
ܱ஼ಲ = ܱ஼ಲ = ܣ ∩ ܱ஼ಶ = ܣ ∩ ܨ where ,ܨ = ܱ஼ಶ is closed. ܾ) Let ஺ܰ be a neighborhood in A 
of ݔ ∈ ݔ then there is an open ஺ܱ in A, such that ,ܣ ∈ ஺ܱ ⊂ ஺ܰ, therefore there exists O in E 
such that, ஺ܱ = ܣ ∩ ܱ, let ܰ = ஺ܰ ∪ ܱ, as ஺ܰ ⊂ ܰ by N₄ in theorem 2.1, ܰ ∈  in E and (ݔ)ࣨ

஺ܰ ⊂ ܣ ∩ ܰ = ܣ ∩ ( ஺ܰ ∪ ܱ) = ܣ) ∩ ஺ܰ) ∪ ܣ) ∩ ܱ) = ஺ܰ ∪ ஺ܱ ⊂ ஺ܰ, so ஺ܰ = ܣ ∩ ܰ. 
Proposition 6.2. An open (respectively closed) in (ܣ, ߬஺) is an open (respectively closed) in 
,ܧ) ߬), iffy A is an open (respectively closed) in (ܧ, ߬). 
Proof. It suffices to demonstrate for open ones, that for closed ones is similar. If ஺ܱ ∈ ߬஺, 
there is ܱ ∈ ߬, such that ஺ܱ = ܣ ∩ ܱ, as ܣ ∈ ߬, then ஺ܱ ∈ ߬. Reciprocally if, for every 
ܱ ∈ ߬, ܣ ∩ ܱ ∈ ߬, then ܣ ∩ ܧ = ܣ ∈ ߬. 

Let ݔ in (ܧ, ஺ܰ }=(ݔ)the collection of the neighborhoods of x, then ஺ࣨ (ݔ)ࣨ ,(߬ = ܣ ∩ ܰ, 
ܰ ∈ ݔ is the collection of the neighborhoods of {(ݔ)ࣨ ∈  :Indeed .ܣ

஺ܰଵ-Let ݔ ∈ if ஺ܰ ,ܣ ∈ ஺ࣨ(ݔ), there exists ܰ ∈ such that ஺ܰ ,(ݔ)ࣨ = ܣ ∩ ܰ, since by ܰ₁ in 
theorem 2.1, ݔ ∈ ܰ then ݔ ∈ ஺ܰ. 

஺ܰଶ-Let { ஺ܰഀ; ߙ  ∈△} be a family of elements in ஺ࣨ(ݔ), then for any α∈△, there is ఈܰ ∈
such that ஺ܰഀ ,(ݔ)ࣨ = ܣ ∩ ఈܰ so ∪ఈ∈△ ஺ܰഀ = ܣ ∩ (∪ఈ∈△ ఈܰ), as by ܰ₂ in theorem 2.1, 
∪ఈ∈△ ఈܰ ∈ △∋then ∪ఈ ,(ݔ)ࣨ ஺ܰഀ ∈ ஺ࣨ(ݔ). 
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஺ܰଷ-Let { ஺ܰഀ; ߙ  = 1, . . . , ݊} be a finite elements of ஺ࣨ(ݔ), then for any ߙ ∈ {1, . . . , ݊}, there 
exists ఈܰ ∈ such that ஺ܰഀ ,(ݔ)ࣨ = ܣ ∩ ఈܰ so ∩ఈୀଵ

௡
஺ܰഀ = ܣ ∩ (∩ఈୀଵ

௡
ఈܰ) as by ܰ₃ in 

theorem 2.1, ∩ఈୀଵ
௡

ఈܰ ∈ then ∩ఈୀଵ ,(ݔ)ࣨ
௡

஺ܰഀ ∈ ஺ࣨ(ݔ). 
஺ܰସ-Let ܯ஺ ⊂ containing ஺ܰ ,ܣ ∈ ஺ࣨ(ݔ), then there is ܰ ∈ ஺ܯ such that ,(ݔ)ࣨ = ܣ ∩ ܰ. Let 

ܯ = ஺ܯ ∪ ܰ, then ܰ ⊂ ܯ by ܰ₄ in theorem 2.1 ,ܯ ∈ ܣ as ,(ݔ)ࣨ ∩ ܯ = ܣ ∩ ஺ܯ) ∪ ܰ) =
ܣ) ∩ (஺ܯ ∪ ܣ) ∩ ܰ) = ஺ܯ ∪ ஺ܯ = ஺ܯ ஺, thenܯ ∈ ஺ࣨ(ݔ). 

஺ܰହ-Let ݔ ∈ and ஺ܰ ܣ ∈ ஺ࣨ(ݔ), there is ܰ ∈ such that ஺ܰ (ݔ)ࣨ = ܣ ∩ ܰ , by ܰ₅ in theorem 
2.1, there exists ܯ ∈ ܯ) (ݔ)ࣨ ⊂ ܰ), such that ܰ ∈ ݕ∀ ,(ݕ)ࣨ ∈ ஺ܯ so .ܯ = ܣ ∩ ܯ ∈

஺ࣨ(ݔ), ܯ஺ ⊂ ஺ܰ then ஺ܰ ∈ ஺ࣨ(ݕ), for any ݕ ∈  .஺ܯ
Let (ܣ, ߬஺) be the subspace of a space (ܧ, ߬) and ܤ ⊂  :then ,ܣ

Proposition 6.3. 
ܽ) If ߬஻ is the topology in B induced by τ and ߪ஻  is the topology in B induced by ߬஺. Then 
߬஻=ߪ஻. 
ܾ) If ℬ is a basis of τ, then the collection ℬ஺ = ܣ} ∩ ,ܤ ܤ ∈ ℬ} is the basis of ߬஺. 
Proof. ܽ) If ܱ஻ ∈ ߬஻, there exists ܱ ∈ ߬, such that ܱ஻ = ܤ ∩ ܱ ⊂ ܣ ∩ ܱ ∈ ߬஺, then ߬஻ ⊂ ߬஺. 
Inversely, if ܷ஻ ∈ ∩஻, there exists ஺ܱ∈߬஺, such that ܷ஻=Bߪ ஺ܱ, as there is ܱ ∈ ߬, such that 

஺ܱ = ܣ ∩ ܱ, then ܷ஻ = ܤ ∩ ܣ ∩ ܱ = ܤ ∩ ܱ ∈ ߬஻, then ߬஺ ⊂ ߬஻. ܾ) If ஺ܱ∈߬஺, there is ܱ ∈ ߬, 
such that ஺ܱ = ܣ ∩ ܱ, since there is ܤ ∈ ℬ, ܤ ⊂ ܱ, then ܤ஺ = ܣ ∩ ܤ ⊂ ஺ܱ. 
Proposition 6.4.  
ܽ) ݈ܿఛಲ(ܤ) = ܣ ∩  .is the closure of B in A (ܤ)where ݈ܿఛಲ ,(ܤ)݈ܿ
(ܤ)ఛಲݐ݊݅ (ܾ ⊃ ܣ ∩  .is the interior of B in A (ܤ)ఛಲݐ݊݅ where ,(ܤ)ݐ݊݅
ܿ) ݈ܿఛಲ(ܤ) = (ܤ)݈ܿ ⟺A is closed. 
Proof. ܽ) Let ݔ ∈ ݈ܿఛಲ(ܤ) ⊂ ∀ then ,ܣ ஺ܰ ∈ ஺ࣨ(ݔ), ஺ܰ ∩ ܤ ≠ ∅, since there exists ܰ ∈
such that ஺ܰ ,(ݔ)ࣨ = ܣ ∩ ܰ, then ∅ ≠ ܣ ∩ ܰ ∩ ܤ ⊂ ܰ ∩ ݔ So .ܤ ∈  therefore.,(ܤ)݈ܿ
ݔ ∈ ܣ ∩ ݔ ,If now .(ܤ)݈ܿ ∈ ܣ ∩ and ஺ܰ ,.(ܤ)݈ܿ ∈ ஺ࣨ(ݔ), there exists ܰ ∈  such that ,(ݔ)ࣨ

஺ܰ = ܣ ∩ ܰ, as ܰ ∩ ܤ ≠ ∅, and ஺ܰ ∩ ܤ = ܰ ∩ ܣ) ∩ (ܤ = ܰ ∩ then ஺ܰ ,ܤ ∩ ܤ ≠ ∅, so 
ݔ ∈ ݈ܿఛಲ(ܤ). ܾ) As, ܣ ∩  is is the (ܤ)ఛಲݐ݊݅ is an open in A, containing in B, and (ܤ)ݐ݊݅
greatest open in A, containing in B, then ݅݊ݐఛಲ(ܤ) ⊃ ܣ ∩ Since by ܽ) ݈ܿఛಲ (ܿ .(ܤ)ݐ݊݅

(ܤ) =
ܣ ∩ (ܤ)݈ܿ =  .witch is closed in E, proposition 6.2 implies that A is closed in E (ܤ)݈ܿ
Inversely, if A is closed in E, then ݈ܿఛಲ(ܤ) = ܣ ∩  is a closed set in E, containing B, then (ܤ)݈ܿ
(ܤ)݈ܿ ⊂ ݈ܿఛಲ

(ܤ) ⊂ therefore ݈ܿఛಲ ,(ܤ)݈ܿ
(ܤ) =  .(ܤ)݈ܿ

A set ܤ ⊂  is said, to have a particular property relative to A, if B has the property in ܣ
the subspace (ܣ, ߬஺). A set A is said to have a property which has been defined only for 
topological space, if it has the property when considered as a subspace. If for a particular 
property, every subspace has the property whenever a space does, the property is said to be 
hereditary. If every closed subset when considered as a subspace has a property whenever 
the space has property, that property is said to be weakly hereditary. Then we have the 
following hereditary properties. 
Proposition 6.5. Let (ܣ, ߬஺) be the subspace of the space (ܧ, ߬). Then, if E is: 
ܽ) First countable, then A is first countable. 
ܾ) Separable and A is open, then A is separable. 
ܿ) Hausdorff, then A is Hausdorff. 
݀) Regular, then ܣ is regular. 
Proof. ܽ) Let ݔ ∈ (ݔ)and let ௡ࣨ ܣ = { ௡ܰ, ݊ ∈ ℕ} be a countable basis of neighborhoods of ݔ 
in E. Since for ஺ܰ ∈ ஺ࣨ(ݔ), there exists ܰ ∈ such that ஺ܰ ,(ݔ)ࣨ = ܣ ∩ ܰ thus, there exists 
݊଴ ∈ ℕ,  such that ௡ܰబ ⊂ ܰ, then ஺ܰ௡బ = ܣ ∩ ௡ܰబ ⊂ ஺ܰ, therefore the countable family 

஺ࣨ௡(ݔ) = { ஺ܰ௡ = ܣ ∩ ௡ܰ, ݊ ∈ ℕ} is a basis of neighborhoods of ݔ ∈  be a ܦ Let (ܾ .ܣ
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countable part of E, such that ݈ܿ(ܦ) = ܣ then ,ܧ ∩  is a countable part of A, such that ܦ
ܣ)݈ܿ ∩ (ܦ = ݔ Since, if .ܣ ∈ ܰ and ,(which is open) ܣ ∈ ܣ then (ݔ)ࣨ ∩ ܰ ∈  so ,(ݔ)ࣨ
ܣ) ∩ ܰ) ∩ ܦ = ܰ ∩ ܣ) ∩ (ܦ ≠ ∅, therefore ݔ ∈ ܣ)݈ܿ ∩ ,ݔ Let (ܿ .(ܦ ݕ ∈ ,ܣ ݔ ≠  there are ,ݕ
two disjoint open ܱ ∋ ܷ ,ݔ ∋ therefore, there are in A two open ஺ܱ ,ݕ = ܣ ∩ ܱ ∋  and ݔ

஺ܷ = ܣ ∩ ܷ ∋ such that ஺ܱ ݕ ∩ ஺ܷ = ܣ ∩ (ܱ ∩ ܷ) = ∅. ݀) Let ݔ ∈  ,஺ a closed in Aܨ and ܣ
with ݔ ∉ ஺ܨ ஺, then there is a closed F in E, such thatܨ = ܣ ∩ ݔ so ,ܨ ∉  ,by regularity of E ,ܨ
there are two disjoint open in E, ܱ ∋ ܷ ,ݔ ⊃ therefore there are in A, two open ஺ܱ ,ܨ = ܣ ∩
ܱ ∋ ஺ܷ ,ݔ = ܣ ∩ ܷ ⊃ ܣ ∩ ܨ = ஺ such that ஺ܱܨ ∩ ஺ܷ = ܣ ∩ (ܱ ∩ ܷ) = ∅. 
Remark 6.1. In general, separability is not hereditary. Indeed, let (ܧ, ߬) be a topological 
space, where τ is the family of all parts of E, containing a fixed point ܽ ∈  and ∅. Since, if ܧ
ݔ ∈ ,ܧ ܰ ∈ ܰ ,(ݔ)ܰ ∩ {ܽ} ≠ ∅ then ݈ܿ({ܽ}) = ܣ therefore E is separable, while ,ܧ = {ܽ}஼ 
witch has ߬஺ =  ,is not separable. But, the separability is hereditary, when A is open in E (ܣ)࣪
in fact if D is a countable subset of E, with ݈ܿ(ܦ) = ܣ then ܧ ∩  ,is a countable subset of A ܦ
as for ݔ ∈ and ஺ܰ ܣ ∈ ஺ࣨ(ݔ), there exists ܰ ∈ such that ஺ܰ ,(ݔ)ࣨ = ܣ ∩ ܰ, since A is open 
then ܣ ∈ ܣ then ,(ݔ)ܰ ∩ ܰ ∈ ܣ) so ,(ݔ)ࣨ ∩ ܰ) ∩ ܦ ≠ ∅, so (ܣ ∩ ܰ) ∩ ܣ) ∩ (ܦ = ஺ܰ ∩
ܣ) ∩ (ܦ ≠ ∅ then ݔ ∈ ܣ)݈ܿ ∩ ܣ)݈ܿ and (ܦ ∩ (ܦ =  .ܣ
 
6.2. Product topological space 

Let {(ܧఈ , ߬ఈ), 1 ≤ ߙ ≤ ݊} be a finite collection of topological spaces, and let ܧ = ఈୀଵߎ
௡  ఈܧ

be the finite product space, that is ݔ ∈ ݔ if ,ܧ = ,₁ݔ) . . . , ఈݔ , . . . , ߙ ௡), where for everyݔ ∈
{1, . . . , ఈݔ {݊ ∈ ݕ ,ఈ. Ifܧ = ,₁ݕ) . . . , ఈݕ , . . . , ݔ ௡) thenݕ = ߙ if, for every ݕ ∈ {1, . . . , ݊}, ఈݔ =
ఈ. For any ఈܱݕ ∈ ߬ఈ: The part ₁ܧ ×. . .× ఈିଵܧ × ఈܱ × ఈାଵܧ ×. . .×  ௡ of E is called openܧ
elementary cylinder of basis ఈܱ and the part ߎఈୀଵ

௡
ఈܱ, of E, is called open cylinder or open 

paving or elementary open set of E. Then we have: 
ܽ) An open elementary cylinder of basis ఈܱ ∈ ߬ఈ, is an open cylinder, where ఈܱ =  ఈ forܧ
every ߙ ∈ {1, . . . , ݊}. 
ܾ) An open cylinder is the intersection of the following open elementary cylinder: ܱ₁ × ₂ܧ ×
. . .× ఈିଵܧ×...×௡,...,E₁ܧ × ఈܱ × ×௡ିଵܧ×...×௡,...,E₁ܧ×...×ఈାଵܧ ௡ܱ. In fact, if ݔ ∈∩ఈୀଵ

௡ (E₁ ×. . .×
ఈିଵܧ × ఈܱ × ఈାଵܧ ×. . .× ߙ ௡), then, for everyܧ ∈ {1, . . . , ݔ ,{݊ ∈ E₁ ×. . .× ఈିଵܧ × ఈܱ ×
ఈାଵܧ ×. . .× ߙ ௡, so for everyܧ ∈ {1, . . . , ఈݔ ,{݊ ∈ ఈܱ i.e. ݔ ∈ ఈୀଵߎ

௡
ఈܱ. The reverse is clear. 

ܿ) The intersection of two open cylinder is an open cylinder, since for every ߙ ∈ {1, . . . , ݊}, if 
ఈܱ, ܷఈ∈߬ఈ, then ఈܱ ∩ ܷఈ∈߬ఈ therefore (ߎఈୀଵ

௡
ఈܱ) ∩ ఈୀଵߎ)

௡ ܷఈ) = ఈୀଵߎ
௡ ( ఈܱ ∩  ܷఈ). 

݀) Since, for every ߙ ∈ {1, . . . , ఈܧ ,{݊ ∈ ߬ఈ, then ܧ = ఈୀଵߎ
௡  .ఈ is an open cylinderܧ

݁) If, there exists ߙ଴ ∈ {1, . . . , ݊} such that, ఈܱబ = ∅, then ߎఈ∈△ ఈܱ = ∅. 
Let τ be the collection of parts of E, defined by: ߗ ∈ ߬ if, for every ݔ ∈  there exists an ,ܧ

open cylinder containing ݔ and contained in Ω. That is the elements of τ, are the union of any 
open cylinder. Then τ is a topology on E, called the finite product topology on E and the pair 
,ܧ) ߬) is called the finite product space of the topological spaces ܧఈ, 1 ≤ ߙ ≤ ݊. Let us prof 
that τ is a topology. 
ܱ₁-Since, for every ߙ ∈ {1, . . . , ݊}, ∅ఈ , ఈܧ ∈ ߬ఈ, then ∅ = ఈୀଵߎ

௡ ∅ఈ , ܧ = ఈୀଵߎ
௡ ఈܧ ∈ ߬. 

ܱ₂-Let ∇ be any index set, ൛ߗఉ , ߚ ∈ ∇ൟ a collection of the elements of τ, for every ߚ ∈ ∇, 
every ݔ ∈ ݔ ,ఉ, there exists an open paving ఉܲ, such thatߗ ∈ ఉܲ ⊂ ݔ ఉ, soߗ ∈∪ఉ∈∇ ఉܲ ⊂
∪ఉ∈∇ ∇∋ఉ, as ∪ఉߗ ఉܲ =∪ఉ∈∇ ൫ߎఈୀଵ

௡ ܱఈ,ఉ൯ = ∇∋ఈ∈△൫∪ఉߎ ܱఈ,ఉ൯ and ∪ఉ∈∇ ܱఈ,ఉ ∈ ߬ఈ, for every 
ߙ ∈ {1, . . . , ݊}, then ∪ఉ∈∇ ఉߗ ∈ ߬. 
ܱ₃-Let ൛ߗఉ , ߚ ∈ {1, . . . , ݇}ൟ be a finite collection of the elements of τ, then for every 
β∈{1, . . . , ݇}, every ݔ ∈ ݔ ,ఉ, there is an open paving ఉܲ such thatߗ ∈ ఉܲ ⊂ ݔ ఉ, soߗ ∈
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∩ఉୀଵ
௞

ఉܲ ⊂∩ఉୀଵ
௞ ఉ, as ∩ఉୀଵߗ

௞
ఉܲ =∩ఉୀଵ

௞ ൫ߎఈୀଵ
௡ ܱఈ,ఉ൯ = ఈୀଵߎ

௡ ൫∩ఉୀଵ
௞ ܱఈ,ఉ൯ and ∩ఉୀଵ

௞ ܱఈ,ఉ ∈
߬ఈ, then ∩ఉୀଵ

௡ ఉߗ ∈ ߬. 
Example 6.2. 
ܽ) Let the space ℝ be, the product topology on ℝⁿ = ℝ ×. . .× ℝ, (݊ time) is defined by the 
elements which are the union of the open paving ߎఈୀଵ

௡ ߙ ఈ where, for everyܫ ∈ {1, . . . ,  ఈ  isܫ ,{݊
the open interval in ℝ. 
ܾ) If, {(ܧఈ , ߬ఈ), 1 ≤ ߙ ≤ ݊}, is the finite collection, of the discrete topological spaces, then 
the product space, ܧ = ఈୀଵߎ

௡ ܲ ,ఈ is also, a discrete space, sinceܧ = ఈୀଵߎ
௡

ఈܱ with 1 ≤ ߙ ≤ ݊ 
ఈܱ ∈ ߬ఈ then if, for ߙ ∈ {1, . . . , ݊}, ఈܱ = ܲ ,ఈܧ = ߙ and if there is some ,ܧ ∈ {1, . . . , ݊}, such 

that ఈܱ = ∅, ܲ = ∅, then the open set is E or ∅, so ߬ = {∅,  .{ܧ
Remark 6.1. 
ܽ) When, {(ܧఈ , ߬ఈ), ߙ ∈△} is an arbitrarily collection, the box topology, is a topology where, 
its elements are union of the part ߎఈ∈△ ఈܱ of ܧ = ߙ ఈ, where, for everyܧ△∋ఈߎ ∈△, ఈܱ ∈ ߬ఈ. 
ܾ) The family where, its elements are union of elementary open sets: ߎఈ∈△ ఈܱ =
൛ ఈܱభ ×. . .× ఈܱ೙ൟ × ఈ (only a finite number ఈܱܧఈ∉{ఈ₁,...,ఈ೙}ߎ ≠ ఈ), ఈܱܧ ∈ ߬ఈ is called the 
product topology. 

Let (ܧ, ߬) be, a finite product topology space, ݔ ∈  the collection of (ݔ)ࣨ ,ܧ
neighborhoods of ݔ, and for every ߙ ∈ {1, . . . , ݊} ఈࣨ(ݔఈ), the neighborhoods of ݔఈ related to 
the topology ߬ఈ. Then, the family ℬ(ݔ) = {ܰ = ఈୀଵߎ

௡
ఈܰ , where ∀ߙ ∈ {1, . . . , ݊}, ఈܰ ∈

 ఈࣨ(ݔఈ)}, is a fundamental system of neighborhoods of ݔ. Indeed, if ܰ ∈ ℬ(ݔ), there are 
ܰ₁, . . . , ఈܰ , . . . , ௡ܰ, where for every ߙ ∈ {1, . . . , ݊}, ఈܰ ∈  ఈࣨ(ݔఈ) such that, ܰ = ఈୀଵߎ

௡
ఈܰ. 

Therefore, there is ܱ₁, . . . , ఈܱ , . . . , ௡ܱ where for every ߙ ∈ {1, . . . , ݊}, ఈܱ ∈ ߬ఈ such that 
ఈݔ ∈ ఈܱ ⊂ ఈܰ, so ݔ ∈ ܱ = ఈୀଵߎ

௡
ఈܱ ⊂ ܰ, as ܱ ∈ ߬ then ܰ ∈  which implies that (ݔ)ࣨ

ℬ(ݔ) ⊂ ܰ Inversely, let .(ݔ)ࣨ ∈ ܱ there exists ,(ݔ)ࣨ ∈ ݔ ,߬ ∈ ܱ ⊂ ܰ therefore there are 
ܱ₁, . . . , ఈܱ , . . . , ௡ܱ where, for every ߙ ∈ {1, . . . , ݊}, ఈܱ ∈ ߬ఈ such that ݔ ∈ ܱ = ఈୀଵߎ

௡
ఈܱ ⊂ ܰ, 

since ఈܱ ∈ ఈࣨ(ݔఈ), then ߎఈୀଵ
௡

ఈܱ ∈ ℬ(ݔ). 
Note that for a finite produced space, several notions mentioned previously can be 

introduced. We will introduce some one, let ܧ = ఈୀଵߎ
௡  ఈ be, the finite product space and letܧ

ܣ = ఈୀଵߎ
௡ ߙ ఈ be the part of E, where for everyܣ ∈ {1, . . . ,  .ఈܧ ఈ is the part ofܣ ,{݊

Proposition 6.6. 
(ܣ)݈ܿ (ܽ = ఈୀଵߎ

௡  .(ఈܣ)݈ܿ
(ܣ)ݐ݊݅ (ܾ = ఈୀଵߎ

௡  .(ఈܣ)ݐ݊݅
⟺is closed ܣ (ܿ ߙ∀ ∈ {1, . . . , ݊},  .ఈ is closedܣ
݀) If, ∀ߙ ∈ {1, . . . , ܣ ఈ, thenܧ ఈ is a subspace ofܣ ,{݊ = ఈୀଵߎ

௡  .ఈ is a subspace of Eܣ
Proof. ܽ) If ݔ ∈ ܰ and (ܣ)݈ܿ ∈ there are ܰ₁ ,(ݔ)ࣨ ∈ ,(₁ݔ) ࣨ  . . . , ఈܰ ∈ ,(ఈݔ)ࣨ  . . . , ௡ܰ ∈
ܰ such that (ఈݔ)ࣨ  = ఈୀଵߎ

௡
ఈܰ and ܰ ∩ ܣ = ఈୀଵߎ

௡ ( ఈܰ ∩ (ఈܣ ≠ ∅, then, 
ߙ∀ ∈ {1, . . . , ݊},. ఈܰ ∩ ఈܣ ≠ ∅, so ݔఈ ∈ ,(ఈܣ)݈ܿ ߙ∀ ∈ {1, . . . , ݊}, then ݔ ∈ ఈୀଵߎ

௡  (ఈܣ)݈ܿ
Conversely, if ݔ ∈ ఈୀଵߎ

௡ ܰ and (ఈܣ)݈ܿ ∈ there are ܰ₁ ,(ݔ)ࣨ ∈ ,(₁ݔ) ࣨ  . . . , ఈܰ ∈
,(ఈݔ)ࣨ  . . . , ௡ܰ ∈ ܰ such that (ఈݔ)ࣨ  = ఈୀଵߎ

௡
ఈܰ, as ∀ߙ ∈ {1, . . . , ݊}, ఈݔ ∈  then ,(ఈܣ)݈ܿ

ߙ∀ ∈ {1, . . . , ݊}, ఈܰ ∩ ఈܣ ≠ ∅, so ܰ ∩ ܣ = ఈୀଵߎ
௡ ( ఈܰ ∩ (ఈܣ ≠ ∅ so ݔ ∈  It suffices (ܾ .(ܣ)݈ܿ

to demonstrate that, if ܣ = ₁ܣ × ₁ܣ)ݐ݊݅ ,₂ܣ × (₂ܣ = (₁ܣ)ݐ݊݅ ×  equivalently (₂ܣ)ݐ݊݅
₁ܣ)ݐ݊݅) × (₁ܣ)ݐ݊݅)=஼((₂ܣ × ₁ܣ)ݐ݊݅) ஼. Since((₂ܣ)ݐ݊݅ × ஼((₂ܣ = ₁ܣ))݈ܿ × (஼(₂ܣ =
₁஼ܣ)]݈ܿ × (₂ܧ ∪ ₁ܧ) × [(₂஼ܣ = (₁஼ܣ)݈ܿ] × [(₂ܧ ∪ ₁ܧ)] × [(₂஼ܣ)݈ܿ =then (݅݊₁ܣ)ݐ ×
 A is closed iffy (ܿ .ܥ((₂ܣ)ݐ݊݅×(₁ܣ)ݐ݊݅)=ܥ₂ܣݐ݊݅×₁ܧ)∪(₂ܧ×ܥ₁ܣݐ݊݅=ܥ(₂ܣ
(ܣ)݈ܿ = ఈୀଵߎ

௡ (ఈܣ)݈ܿ = ఈୀଵߎ
௡ ఈܣ = ߙ∀ ,iffy ܣ ∈ {1, . . . , ݊}, ఈܣ = ܱ Let (݀ .(ఈܣ)݈ܿ ∈ ߬, there 

are ଵܱ∈τ₁,..., αܱ∈߬α,..., ୬ܱ∈߬୬ such that ܱ = ఈୀଵߎ
௡

αܱ ∈ ߬, and ܣଵ ∩ ଵܱ ∈ ߬஺₁, . . . , ఈܣ ∩ ఈܱ ∈
߬஺ഀ , . . . , ௡ܣ ∩ ௡ܱ ∈ ߬஺೙, as ߎఈୀଵ

௡ ఈܣ) ∩ ఈܱ)=(ߎఈୀଵ
௡ (ఈܣ ∩ ఈୀଵߎ)

௡
ఈܱ) = ܣ ∩ ܱ, then ܣ is a 

subspace of E. 
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Proposition 6.7. The product space ܧ = ఈୀଵߎ
௡ ⟺ఈ is Hausdorffܧ ߙ∀ ∈ {1, . . . , ݊}, the space 

 .ఈ is Hausdorffܧ
Proof. Let for ߙ ∈ {1, . . . , ఈݔ ,{݊ , ఈݕ ∈ ఈݔ ,ఈܧ ≠  ఈ, thenݕ
ݔ = ,₁ݔ) . . . , ,ఈିଵݔ ఈݔ ,ఈାଵݔ    , . . . , (௡ݔ ≠ ,₁ݔ) . . . , ,ఈିଵݔ ఈݕ ,ఈାଵݔ    , . . . , (௡ݔ =  isܧ since ݕ
Hausdorff there are two disjoint open sets ܱ ∋ ′ܱ and ݔ ∋ ,therefore there are ଵܱ ,ݕ ଵܱ

′ ∈
߬₁, . . . , αܱ, αܱ

′ ∈ ߬α, . . . , ୬ܱ, αܱ
′ ∈ ߬୬ such that ܱ = ఈୀଵߎ

௡
ఈܱ and ܱ′ = ఈୀଵߎ

௡
αܱ
′ , as ߎఈୀଵ

௡
ఈܱ ∩

ఈୀଵߎ
௡

αܱ
′ = ఈୀଵߎ

௡ ( αܱ ∩ αܱ
′ ) = ∅, and ∀ߙ ∈ {1, . . . , ఈݔ ,{݊ ∈ αܱ, ఈݕ ∈ αܱ

′  then: for ߙ = 1, ₁ݔ ∈
ଵܱ, ₁ݕ ∈ ଵܱ

′  and ∀ߙ ≠ 1, ఈݔ ∈ αܱ ∩ αܱ
′  ≠ ∅, so ଵܱ ∩ ଵܱ

′ =∅ witch implies that ₁ܧ is 
Hausdorff, for ߙ = 2, ₂ݔ ∈ ܱ₂, ₂ݕ ∈ ܱଶ

′  and ∀ߙ ≠ 2, ఈݔ ∈ αܱ ∩ αܱ
′  ≠ ∅, so ܱ₂ ∩ ܱ₂′ = ∅ 

witch implies that ₂ܧ is Hausdorff,...,for ߙ = ∋௡ݔ ,݊ ௡ܱ, ݕ௡∈ ୬ܱ
′  and ∀ߙ ≠ ఈݔ ,݊ ∈ αܱ ∩ αܱ

′  ≠
∅, so ௡ܱ ∩ ୬ܱ

′ =∅ witch implies that ܧ௡ is Hausdorff. Inversely, let ݔ, ݕ ∈ ,ܧ ݔ ≠  there are ݕ
ఈݔ , ఈݕ ∈ ఈݔ ఈ, withܧ ≠ ఈ is Hausdorff, there are two disjoint open sets αܱܧ ఈ sinceݕ ∋  ఈ andݔ

αܱ
′ ∋ ݔ ఈ soݕ ∈ ܱ = ₁ܧ ×. . .× ఈିଵܧ × αܱ × ఈାଵܧ ×. . .× ݕ ,௡ܧ ∈ ܱ′ = ₁ܧ ×. . .× ఈିଵܧ × αܱ

′ ×
ఈାଵܧ ×. . .× ܱ ௡ witch are two open sets in E, andܧ ∩ ܱ′ = ₁ܧ ×. . .× ఈିଵܧ × ( αܱ ∩ αܱ

′ ) ×
ఈାଵܧ ×. . .× ௡ܧ = ∅. 
Proposition 6.8. Let (ܧ, ߬) be a topological space. The diagonal ⊿ = ,ݔ)} (ݕ ∈ ,²ܧ ݕ =  is {ݔ
closed⟺E is Hausdorff. 
Proof. If ݔ, ݕ ∈ ݔ ,ܧ ≠ ,ݔ) then ݕ (ݕ ∉ ⊿஼ witch is a open in ²ܧ, there are two open sets in E, 
ܱ ∋ ,ݔ ܱ′ ∋ such that ⊿஼ ݕ = ܱ × ܱ′, so ܱ ∩ ܱ′ = ∅,  thus E is Hausdorff. Inversely, let 
,ݔ) (ݕ ∈ ⊿஼ then ݔ ≠ ܱ ,since E is Hausdorff there are two disjoint open in E ,ݕ ∋ ,ݔ ܱ′ ∋  ,ݕ
then the open ܱ × ܱ′ of ²ܧ satisfies (ݔ, (ݕ ∈ ܱ × ܱ′ ⊂ ⊿஼, so ⊿஼ is a neighborhood of all its 
elements, therefore ⊿஼ is open and ⊿ is closed. 
Example 6.3. 
ܽ) In (ℝⁿ, ߬), where τ is the product topology of usual topology in ℝ. For ݊ ∈ ℕ∗, the sphere, 
ܵ௡ିଵ = ݔ} ∈ ℝⁿ, ∑ ఈݔ

ଶ௡
ఈୀଵ = 1} is a subspace of the finite product usual space ℝⁿ. 

ܾ) The cylinder ܵ₁ × ℝ is a subspace of the space (ℝ²,τ), where τ is the product topology of 
usual topology in ℝ. 
ܿ) The ݊-dimensional torus ܵ₁ⁿ = ܵ₁ ×. . .× ܵ₁, (݊ times) is a topological subspace of 
(ℝⁿ,τ),where τ is the product topology of usual topology in ℝ. 
݀) Since the space ℝ, is Hausdorff, then ℝⁿ is Hausdorff. 
 

7-Sequences, Limits and Continuity. 
 
7.1 Sequences 

A sequence of points, of a nonempty set E, is an map ݔ: ݊ ∈ ܰ ⊆ ℕ ↦ ௡ݔ ∈  denoted ,ܧ
;௡ݔ}  ݊ ∈ ℕ}; (ݔ௡)௡∈ℕ or simply {ݔ௡}. 
Definition 7.1. We say that, a sequence {ݔ௡} of a space E, converges to a point ݔ ∈  or that ,ܧ
ܰ if, for every {௡ݔ} is a limit of the sequence ݔ ∈ ,(ݔ)ࣨ ௡ݔ ∈ ܰ except, for a finite number 
of indices. In other words, for every ܰ ∈ there is ݊₀ ,(ݔ)ࣨ ∈ ℕ, such that for every ݊ ∈
ℕ, ݊ > ݊₀, ௡ݔ ∈ ܰ. We then write: ݈݅݉௡→∞ݔ௡ = ௡ݔ or ݔ → ݊ when ݔ → ∞ or simply ݔ௡ →  .ݔ
A sequence which is not convergent is said to be divergent. 
Proposition 7.1. Let E be a topological space, ݔ ∈  .ݔ a basis of neighborhoods of (ݔ)ℬ ,ܧ
Then: ݈݅݉௡→∞ݔ௡ = ݔ ⟺for every ܤ ∈ ℬ(ݔ), there is ݊₀ ∈ ℕ, such that for every ݊ ∈ ℕ, ݊ >
݊₀, ௡ݔ ∈  .ܤ
Proof. If, ݈݅݉௡→∞ݔ௡ = ܤ then, for ݔ ∈ ℬ(ݔ) ⊂ there is ݊₀ ,(ݔ)ࣨ ∈ ℕ, such that for every 
݊ > ௡ݔ ,₀݊ ∈ ࣨ Reciprocally, if .ܤ ∈ ܤ there is ,(ݔ)ܰ ∈ ℬ(ݔ), such that ܤ ⊂ ܰ, therefore, 
there is ݊₀ ∈ ℕ, such that for every ݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈ ܤ ⊂ ܸ, then ݈݅݉௡→∞ݔ௡ =  .ݔ
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Note that, ݊₀ in the definition 5.1, depends of the neighborhood N of ݔ, and that, a limit of a 
sequence, in an arbitrary space, may not be unique. Also, the definition 7.1 remains true when 
݊ ≥ ݊₀. 
Proposition 7.2. In Hausdorff space, when the limit of the sequence exists, it is unique. 
Proof. If the sequence {ݔ௡} has two limits ݔ and ݕ in the space E, such that ݔ ≠  there is ,ݕ
two disjoint open ܱ ∋ ,ݔ ܷ ∋ ,therefore there are ݊₁ ,ݕ ݊₂ ∈ ℕ, such that for every ݊ ∈ ℕ, ݊ ≥
݊₁, ௡ݔ ∈ ܱ and, for every ݊ ∈ ℕ, ݊ ≥ ݊₂, {௡ݔ} ∈ ܷ, then for every 
݊ ∈ ℕ, ݊ ≥ ,₁݊)ݔܽ݉ ݊₂), ௡ݔ ∈ ܱ ∩ ܷ = ∅, contradiction. 
The converse of the proposition 7.2 is not true. There are spaces which are not Hausdorff in 
which every convergence sequence has a unique limit. 
Example 7.1. In the cocountable space E, which is not Hausdorff, the stationary sequence 
i.e. there exists ݊₀) {௡ݔ} ∈ ℕ, such that ݔ௡ = ௡₀ݔ = ,ݔ ∀݊ > ݊₀) has only one limit. Indeed if, 
there are two limits ݔ, ݕ ∈ ݔ such that ܧ ≠  there exists ,ݕ ஼ is a neighborhood of{ݔ} since ,ݕ
݊଴

′ ∈ ℕ, such that ∀݊ ≥ ݊଴
′ , ௡ݔ ∈ ݊∀ ஼, so{ݔ} ≥ ,൫݊₀ݔܽ݉ ݊଴

′ ൯, ௡ݔ = ݔ ∈  ஼ contradiction. In{ݔ}
the case when {ݔ௡} is not stationary, for any ݔ ∈ ܰ the set ,ܧ = {ݔ}) ∪ (∪௜ୀଵ

௡  ௡))஼ is aݔ
neighborhood of ݔ, witch not contains ݔ௡, therefore {ݔ௡} is not convergent in E. 
Although a space in which sequences have unique limits is not necessarily Hausdorff, it is 
must be T₁. 
Theorem 7.1. If, in a space E, every sequence has at most one limit, then E is T₁. 
Proof. If E is not T₁, there are ݔ, ݕ ∈ ,ܧ ݔ ≠  contains ,ݔ such that evey open ܱ containing ݕ
also ݕ. Since the constante sequence {ݕ}, converges to ݕ, also converges to ݔ as the limit is 
unique then ݔ = ݕ contradiction, thus ,ݕ ∉ ܱ and E is T₁. 
It is possible to have T₁-space, in which sequences do not have unique limit. 
Example 7.2. The sequence {݊} in the cofinite space ℕ∗ which is T₁-space, converges to any 
݌ ∈ ℕ∗, indeed if ܰ ∈ ݊∀ ஼ contains a finite elements of ℕ∗ say ݊₀ thenܰ ,(݌)ࣨ > ݊₀, ݊ ∈
ܰ. 
Example 7.3. 
ܽ) If,for every ݊ ∈ ℕ, ݔ௡ = ௡ݔ∞→is constant, then ݈݅݉௡ {௡ݔ} i.e. the sequence ,ݔ =  ,Since .ݔ
for every ܰ ∈ ݔ ,(ݔ)ࣨ ∈ ܰ. 
ܾ) In the indiscrete space E, any sequence {ݔ௡}, converges to any element ݔ ∈  Indeed, the .ܧ
only neighborhood of any point ݔ is ܧ. 
ܿ) In the discrete space E, the sequence {ݔ௡}, converges to ݔ ∈ ܧ  .is stationary {௡ݔ}⟺
Indeed, if ݔ ∈ since there is ݊₀ ,ݔ is a neighborhood of ݔ any part A of E, containing ,ܧ ∈ ℕ, 
such that for every ݊ ∈ ℕ, ݊ ≥ ݊₀, ௡ݔ = then there is ݊₀ ,ݔ ∈ ℕ, such that for every ݊ ∈
ℕ, ݊ ≥ ݊₀, ௡ݔ ∈ ௡ݔ∞→so ݈݅݉௡ ,ܣ = ௡ݔ∞→Now, if ݈݅݉௡ .ݔ = {ݔ} ,because ,ݔ ∈  there ,(ݔ)ࣨ 
exists ݊₀ ∈ ℕ, such that, for every ݊ ∈ ℕ, ݊ ≥ ݊₀, ௡ݔ ∈ so there is ݊₀ ,{ݔ} ∈ ℕ, such that, for 
every ݊ ∈ ℕ, ݊ ≥ ݊₀, ௡ݔ =  .is stationary {௡ݔ} i.e. the sequence ,ݔ
݀) In the space ℝ, the sequence, ቄଵ

௡
ቅ converges to the unique limite 0. In fact, for any ߝ > 0, 

there is n₀∈ ℕ∗, such that, ଵ
୬₀

< ݊∀ so ,ߝ > ݊₀, ଵ
௡

< ଵ
୬₀

< ,0)ܫ∀ equivalently ,ߝ  there is ,(ߝ

݊₀ ∈ ℕ∗, such that, for every ݊ ∈ ℕ∗, ݊ > ݊₀, ଵ
௡

∈ ,0)ܫ ∞→i.e. ݈݅݉௡ ,(ߝ
ଵ
௡

= 0, since the space ℝ 
is Hausdroff, the limit is unique. 
݁) The sequence, ቄଵ

௡
ቅ diverges in the discrete space ℝ. Because, if, there is ݔ ∈ ℝ, such that 

݈݅݉௡→∞
ଵ
௡

= {ݔ} then for ,ݔ ∈ there is ݊₀ ,(ݔ)ࣨ  ∈ ℕ∗, such that, for every ݊ ∈ ℕ∗, ݊ >

݊₀, ଵ
௡

∈ so ଵ ,{ݔ}
୬₀

= ଵ
୬₀ାଵ

, then 0=1, contradiction. 
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Definition 7.2. A subsequence of a sequence {ݔ௡} in the set E, is the sequence 
൛ݔఝ(௡)ൟ⊂{ݔ௡}where the function, ߮: ݊ ∈ ℕ ↦  ߮ (݊) ∈ ℕ, is strictly increasing.  
It is clear that ߮(݊) ≥ ݊, ∀݊ ∈ ℕ. then: 
Proposition 7.3. Any subsequence of a convergent sequence, is convergent and, has the same 
limit of the sequence. 
Proof. let ൛ݔఝ(௡)ൟ be a subsequence, of a convergent sequence {ݔ௡}, in a space E, if ݔ ∈  is ܧ
a limit of {ݔ௡}, for every ܰ ∈ there is ݊₀ ,(ݔ)ࣨ ∈ ℕ, such that, for every ݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈
ܰ, as ߮(݊) > ߮(݊₀) ≥ ݊₀, then ݔఝ(௡) ∈ ܰ so ݔఝ(௡) ⟶  .ݔ
Remark 7.1. The proposition 7.3 indicates that, if a sequence has two subsequences, which 
converge towards two different limits, then the sequence is divergent. For example in the 
space ℝ, which is Hausdorff, the sequence {(-1)ⁿ}, has tow subsequence {1} and {-1}, which 
converge to 1 if ݊ is even and to −1.if ݊ is odd. Then {(-1)ⁿ} is divergent. 
Proposition 7.4. If all subsequences, of a given sequence converge and they have the same 
limit, then, the sequence converges towards this limit. 
Proof. Let ݔbe the common limit of all subsequences, of a given sequence ݔ௡ in the space E. 
If, x is not the limit of the sequence{ݔ௡}, there is ܰ ∈ ݊ such that for every ,(ݔ)ࣨ ∈ ℕ, there 
is ݉ ∈ ℕ, ݉ ≥ ݊, and ݔ௠ ∉ ܰ, as the function ߮: ݊ ∈ ℕ ↦ ߮(݊) = ݉ ∈ ℕ is strictly 
increasing, so the subsequence ൛ݔఝ(௡)ൟ satisfies, the following: there is ܰ ∈  such that ,(ݔ)ࣨ
for every ݊ ∈ ℕ, there is ߮(݊) ∈ ℕ, ߮(݊) ≥ ݊, and ݔఝ(௡) ∉ ܰ, i.e. ݔ is not the limit of the 
subsequence ൛ݔఝ(௡)ൟ, contradiction. 

Let A be a part of the space E. If the sequence {ݔ௡} ⊂  then for every ,ݔ has a limit ܣ
ܰ ∈ there is ݊₀ ,(ݔ)ࣨ ∈ ℕ, such that, for every ݊ ∈ ℕ, ݊ > ௡ݔ  ,₀݊ ∈ ܰ so (ܰ ∖ ({ݔ} ∩ ܣ ≠
∅, i.e. ݔ ∈ (ܣ)݈ܿ the set of accumulation points of A, as ′ܣ = ݔ therefore ′ܣ⋃ܣ ∈  If .(ܣ)݈ܿ
now ݔ ∈  The answer is given by .?ݔ is there a sequence in A, which converges towards ,(ܣ)݈ܿ
the following proposition, whose proof, is based on the fact that, if { ௡ܰ, ݊ ∈ ℕ} is a countable 
basis of neighborhoods of ݔ ∈ ,௡ܤ} then the collection ,ܧ ݊ ∈ ℕ} where ܤ௡=∩௜ୀଵ

௡
௜ܰ is also, a 

countable basis of decreasing neighborhoods of ݔ.  
Proposition 7.5. In 1D-space E, if ݔ ∈ {௡ݔ} there is a sequence ,(ܣ)݈ܿ ⊂  witch converges ,ܣ
to ݔ. 
Proof. Let ݔ ∈ ,௡ܤ} and (ܣ)݈ܿ ݊ ∈ ℕ} a countable basis of decreasing neighborhoods of ݔ. 
Since, for every ݊ ∈ ℕ, ௡ܤ ∩ ܣ ≠ ∅, there is a sequence {ݔ௡} ⊂ ௡ܤ ∩  .ݔwhich converges to ,ܣ
Indeed, if ܰ ∈ there is some ݊₀ ,(ݔ)ࣨ ∈ ℕ, such that ܤ୬₀ ⊂ ܰ, since, for every ݊ ∈ ℕ, ݊ >
௡ܤ ,₀݊ ⊂ ݊ ୬₀, then for everyܤ ∈ ℕ, ݊ > ݊₀, ௡ܤ ⊂ ܰ, then for every ݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈ ௡ܤ ⊂
ܰ, so ݔ௡ ⟶  .ݔ
7.2-The adherent value 

Let {ݔ௡} be a sequenc in the space ܧ. For any ݊ ∈ ℕ,  let ܣ௡ = ௞ݔ} , ݇ ≥ ݊} be. An element 
 if ,{௡ݔ} of the space E, is called an adherent value (or a limit point) of the sequence ,ݔ
∀ܰ ∈ ݊∀ and ,(ݔ)ࣨ ∈ ℕ, ܰ ∩ ௡ܣ ≠ ∅, equivalentely, if ∀ܰ ∈ ݊∀ and (ݔ)ࣨ ∈ ℕ, there is 
 ݇ ≥ ݊ such that, ݔ௞ ∈ ܰ. 

If {ݔ௡} converges to ݔ, then ݔ is an adherent value of {ݔ௡}. Indeed for ܰ ∈  there is ,(ݔ)ࣨ
݊₀ ∈ ℕ, ∀݌ ∈ ℕ, ݌ > ݊₀, ௣ݔ ∈ ܰ, then for every ݊ ∈ ℕ, there exists ݇ = ݌ + ݊ ∈ ℕ, ݇ ≥
݊ (݇ ≥ ݌ > ݊₀), such that ݔ௞∈N. If, ݔ is an adherent value of {ݔ௡}, then ݔ ∈  since ,({௡ݔ})݈ܿ
∀ܰ ∈ ,(ݔ)ࣨ ܰ ∩ {௡ݔ} ≠ ∅. But, an adherent element is not necessary an adherent value, as 
shown in the following example. 
Example 7.4. In the space ℝ: 
ܽ) The sequence ቄଵ

௡
ቅ has 0 as an unique adherent value (its limit) and ∀݊ ∈ ℕ∗, ଵ

௡
 are the 

adherent elements witch are not the adherent values. 
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ܾ) The sequence {(−1)ⁿ} is divergent, but it has tow adherent values 1 and −1. 
Proposition 7.6. In a Hausdorff space, the only adherent value of a convergent sequence, is 
its limit. 
Proof. If, there exists an adherent value ݕ ∈ ,{௡ݔ} of the sequence ܧ ݕ ≠ ݔ = ݈݅݉௡→ஶݔ௡, 
there are tow disjoint open ܱ ∋ ,ݔ ܷ ∋ ݊ then for every ,ݕ ∈ ℕ, there exists (݇, ݈) ∈ ℕ² such 
that for ݉ = ,݇)ݔܽ݉ ݈) > ௠ݔ ,݊ ∈ ܱ ∩ ܷ, contradiction. 
As a direct consequence of the proposition 7.5, we have. 
Proposition 7.7. In 1D-space, if ݔ is an adherent value of the sequence {ݔ௡}, there exists a 
subsequence ൛ݔఝ(௡)ൟ of {ݔ௡} witch converges to ݔ. 
Proposition 7.8. The set of the adherent values, of the sequence {ݔ௡}, in the arbitrary space E, 
is the closed ܣ =∩௡ஹ଴  .(௡ܣ)݈ܿ
Proof. Let ݔ ∈ ܰ and {௡ݔ} an adherent value of the sequence ,ܣ ∈  ,then for every n∈N ,(ݔ)ࣨ
there exists ݇ ∈ ℕ, ݇ ≥ ݊ such that ݔ௞ ∈ ܰ, so for every ݊ ∈ ℕ, ܰ ∩ ௡ܣ ≠ ∅ , so ݔ ∈  ,(௡ܣ)݈ܿ
therefore ݔ ∈∩௡ஹ଴ ݔ Inversely, if .(௡ܣ)݈ܿ ∈∩௡ஹ଴ ݔ ,(௡ܣ)݈ܿ ∈ ݊∀ ,(௡ܣ)݈ܿ ∈ ℕ, so ∀ܰ ∈
,(ݔ)ࣨ ∀݊ ∈ ℕ, ܰ ∩ ௡ܣ ≠ ∅, therefore there exists ݇ ∈ ℕ, ݇ ≥ ݊ and ݔ௞ ∈ ݔ ௡, thenܣ ∈  .ܣ
 
7.3 Limit and Continuity 

Functions on spaces are important tools for studying properties of spaces and for 
constructing new spaces previously existing ones. Let (ܧ, ,ܨ) ,(߬  are tow topological (ߪ
spaces, ₀ݔ an accumulation point of ܧ, ݈ ∈ :݂ and the map ,ܨ ܧ →  .ܨ
Definition 7.3. ݈ is called, a limit of ݂(ݔ) when ݔ tends to ₀ݔ, and we write ݈݅݉௫→௫₀݂(ݔ) = ݈, 
or ݂(ݔ) → ݈, when ݔ → ܰ if, for every neighborhood ܸ of ݈, there exists ₀ݔ ∈  such (₀ݔ)ࣨ
that ݂(ܰ) ⊂ ܸ, or equivalently for every open ܷ containing ݈, there exists ܱ ∈ ₀ݔ ,߬ ∈ ܱsuch 
that ݂(ܱ) ⊂ ܷ. 
Proposition 7.9. In Hausdorff space, the limit when it exists is unique. 
Proof. If ݂ has in ₀ݔ ∈ ,݈ two limits ,ܧ ݈′ ∈ ݈ and ,ܨ ≠ ݈′, there are two disjoint open in ܨ, 
ܷ ∋ ݈, ܷ′ ∋ ݈′, thus there are two open ܱ, ܱ′ ∈ ₀ݔ ,߬  ∈ ܱ ∩ ܱ′ such that, ݂(ܱ) ⊂
ܷ and ݂(ܱ′) ⊂ ܷ′, then ݂(ܱ ∩ ܱ′) ⊂ ݂(ܱ) ∩ ݂(ܱ′) ⊂ ܷ ∩ ܷ′ = ∅, so ݂(ܱ ∩ ܱ′) = ∅, 
therefore ܱ ∩ ܱ′ = ∅, contradiction. 
Definition 7.4. ݂ is said to be continuous at a point ₀ݔ ∈ (ݔ)and we write ݈݅݉௫→௫₀݂ ,ܧ =
(ݔ)݂ or ,(₀ݔ)݂ → ݔ when ,(₀ݔ)݂ →  there exists ,(₀ݔ)݂ if for any neighborhood ܸ of ,₀ݔ
ܰ ∈ (ܰ)݂ such that (₀ݔ)ࣨ ⊂ ܸ, that is to say that ݂(₀ݔ) ∈  tends ݔ when (ݔ)݂ is a limit of ,ܨ
to ₀ݔ. 
Since ܰ ⊂ ݂⁻¹(݂(ܰ)) ⊂ ݂⁻¹(ܸ), then ݂⁻¹(ܸ) ∈ (ݔ)so ݈݅݉௫→௫₀݂ ,(₀ݔ)ࣨ =  if for each ,(₀ݔ)݂
neighborhood ܸ of ݂(₀ݔ), ݂⁻¹(ܸ) ∈ ݔ If, this property holds for each point .(₀ݔ)ࣨ ∈  is ݂ ,ܧ
called continuous on E, or simply continuous. 
Proposition 7.10. Let (ܧ, ߬), ,ܨ) ,(ߪ ,ܩ) :݂ are topological spaces, if the map (ߩ ,ܧ) ߬) →
,ܨ) ₀ݔ is continuous in (ߪ ∈ :݃ and the map ܧ ,ܨ) (ߪ → ,ܩ) (₀ݔ)݂ is continuous in (ߩ ∈  ,ܨ
then the composition map ݃ ∘ ݂: ,ܧ) ߬) → ,ܩ)  .₀ݔ is continuous in (ߩ
Proof. Let ܹ be a neighborhood of (݃ ∘ (₀ݔ)(݂ =  ,(₀ݔ)݂ since ݃ is continuous in ,((₀ݔ)݂)݃
then ݃⁻¹(ܹ) is a neighborhood of ݂(₀ݔ), as ݂ is continuous in ₀ݔ, then ݂⁻¹(݃⁻¹(ܹ)) = (݃ ∘
݂)⁻¹(ܹ) ∈  .(₀ݔ)ࣨ
Theorem 7.2. The following assertions are equivalent: 
1) f is continuous. 
2) The inverse image of open sets is open. 
3) The inverse image of closed sets is closed 
4) For any ܣ ⊂ ((ܣ)݈ܿ)݂ ,ܧ ⊂  .((ܣ)݂)݈ܿ
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Proof. 1) ⟹ 2) Let ܷ ∈ ݔ and ߪ ∈ ݂⁻¹(ܷ), then ݂(ݔ) ∈ ܷ witch is a neighborhood of ݂(ݔ), 
since ݂ is continuous in ݔ there is ܰ ∈ (ܰ)݂ such that (ݔ)ࣨ ⊂ ܷ. Therefore, there is 
ܱ ∈ ߬, ݔ ∈ ܱ ⊂ ܰ ⊂ ݂⁻¹(݂(ܰ)) ⊂ ݂⁻¹(ܷ), so ݂⁻¹(ܷ) ∈ ߬. 2) ⟹ 3) Let ܵ be a closed in ܨ, 
then ܵ஼ is an open, by 2) ݂⁻¹(ܵ஼) = ݂⁻¹(ܵ)஼ ∈ ߬, so ݂⁻¹(ܵ) is closed in 3 .ܧ) ⟹ 1) Let 
ݔ ∈ ܷ there exists ,(ݔ)݂ a neighborhood of ܸ ,ܧ ∈ ,ߪ (ݔ)݂ ∈ ܷ ⊂ ܸ, as ܷ஼ is closed, by 3) 
݂⁻¹(ܷ஼) = ݂⁻¹(ܷ)஼ is closed in E, so ݂⁻¹(ܷ) ∈ ߬ and ݔ ∈ ݂⁻¹(ܷ) ⊂ ݂⁻¹(ܸ), then ݂⁻¹(ܸ) ∈
 is arbitrary then ݂ is continuous.The demonstration will be closed, if we ݔ since ,(ݔ)ࣨ
demonstrate 3) ⟺ 4). 3) ⟹ 4) Since, ݈ܿ(݂(ܣ)) is closed in F, by 3) ݂⁻¹(݈ܿ(݂(ܣ))) is 
closed in ܧ, as ݂(ܣ) ⊂ ܣ then ,((ܣ)݂)݈ܿ ⊂ ((ܣ)݂)¹⁻݂ ⊂  it follows that ,(((ܣ)݂)݈ܿ)¹⁻݂
((ܣ)݈ܿ)݂ ⊂ ((((ܣ)݂)݈ܿ)¹⁻݂)݂ ⊂ (4 .((ܣ)݂)݈ܿ ⟹ 3) Let ܵ be a closed in ܨ, since 
݂(݈ܿ(݂⁻¹(ܵ))) ⊂ ݈ܿ(݂(݂⁻¹(ܵ))) ⊂ ݈ܿ(ܵ) = ܵ, then 
݂⁻¹(݂(݈ܿ(݂⁻¹(ܵ)))) ⊂ ݂⁻¹(݈ܿ(݂(݂⁻¹(ܵ)))) ⊂ ݂⁻¹(݈ܿ(ܵ)) = ݂⁻¹(ܵ), so ݈ܿ(݂⁻¹(ܵ)) ⊂
݂⁻¹(ܵ) ⊂ ݈ܿ(݂⁻¹(ܵ)), so ݂⁻¹(ܵ) is closed. 
Proposition 7.11. If ݂ is a continuous function from a space E into the space ℝ. Then, for 
every ݖ ∈ ߝ and every ܧ > 0, there is an open O in E containing ݖ, such that, for every 
,ݔ ݕ ∈ (ݔ)݂| ,ܱ − |(ݕ)݂ <  .ߝ
Proof. As ݂ is continuous then, for all ݖ ∈ ߝ and ܧ > 0, ݂ିଵ ൬ܫ ቀ݂(ݖ), ఌ

ଶ
ቁ൰ = ܱ ⊂  is open ܧ

and containing ݖ. Using the definition of the continuity of ݂at the point ݖ, we have for every 
,ݔ ݕ ∈ ,(ݔ)݂ ,ܱ (ݕ)݂ ∈ ܫ ቀ݂(ݖ), ఌ

ଶ
ቁ. Therefore, |݂(ݔ) − |(ݕ)݂ ≤ (ݔ)݂| − |(ݖ)݂ +

(ݔ)݂| − |(ݖ)݂ < ఌ
ଶ

+ ఌ
ଶ

=  .ߝ
The relation between, the sequences and the continuity in a 1D-space, is given by the 

following theorem: 
Theorem 7.3. If E is 1D-space, then: ݈݅݉௫→௫₀݂(ݔ) = (₀ݔ)݂ ⟺for every sequence {ݔ௡} ⊂  ,ܧ
converging to ₀ݔ, ݂(ݔ௡) converges to ݂(₀ݔ). 
Proof. Let {ݔ௡} ⊂  containing ܨ and ܷ an open in ,₀ݔ be a sequence witch converges to ܧ
(ݔ)since ݈݅݉௫→௫₀݂ ,(₀ݔ)݂ = ܱ there exists an open ,(₀ݔ)݂ ∋ (ܱ)݂ such that ,₀ݔ ⊂ ܷ, 
therefore there exists ݊₀ ∈ ℕ, such that for every ݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈ ܱ then ݂(ݔ௡) ∈ ܷ. 
Conversely,  
if ݂ is not continuous, there is some open ܷ such that ݂ିଵ(ܷ) is not open in ܧ. Then, 
(݂ିଵ(ܷ) )஼   is not closed in E, so there is some ݔ in ݈ܿ((݂ିଵ(ܷ) )஼) which is not in 
(݂ିଵ(ܷ) )஼ . By proposition 7.5, there is a sequence {ݔ௡} in (݂ିଵ(ܷ) )஼ witch converges to ݔ. 
As, ݔ ∈ ݂ିଵ(ܷ), thus ݂(ݔ) ∈ ܷ, because for every ݊ ∈ ℕ, ݔ௡ ∈ (݂ିଵ(ܷ) )஼, then ݔ௡ is not in 
݂ିଵ(ܷ), so ݂(ݔ௡) is not in ܷ. Therefore the sequence {݂(ݔ௡)} not converges to ݂(ݔ), 
contradiction. 

As a direct consequence of the theorem 7.3. We have 
Corollary 7.1. If E is 1D-space, then: ݈݅݉௫→௫₀݂(ݔ) = ݈ ⟺for every sequence {ݔ௡} ⊂  such ,ܧ
that ݈݅݉୬→ஶݔ௡ = (௡ݔ)we have ݈݅݉୬→ஶ݂ ,₀ݔ = ݈. 

Note that, the notion of continuity is closely related to the topologies defined on E and F. 
A map may be continuous for one topology, and not continuous for another, as shown in the 
following example: 
Example 7.5. 
ܽ) The function ݂:(ℝ, ߬௨) → (ℝ, ߬௨), defined by ݂(ݔ) = ,ݔ ݔ∀ ∈ ℝ is continuous on ℝ, it is 
also continuous from (ℝ, ߬ௗ௜௦}) to the space (ℝ, ߬௨) but f is not continuous from (ℝ, ߬௨) into 
(ℝ, ߬ௗ௜௦}), since for the neighborhood ܸ = {(ݔ)݂} = (ܸ)¹⁻݂ ,(ݔ)݂ of {ݔ} =  which is not ,{ݔ}
an usual neighborhood of ݔ. 
ܾ) We can demonstrate that the collection ߬ = {∅, ℝ} ∪ {]ܽ, +∞[, ܽ ∈ ℝ} is a topology on ℝ. 
The function ݂: (ℝ, ߬) → (ℝ₊, ߬௨) defined by ݂(ݔ) = ,²ݔ ݔ∀ ∈ ℝ is not continuous on ℝ, 
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since it is not continuous in 0, since there is ߜ > 0 such that a neighborhood 0)ܫ,  of (ߜ
݂(0) = 0 don't contains any image of any neighborhoods N of 0. As, we suppose there is 
ܰ ∈ ࣨ(0), such that ݂(ܰ) ⊂ ,0)ܫ ܽ then there exists (ߜ ∈ ℝ, such that 0 ∈]ܽ, +∞[, and 
݂(]ܽ, +∞[) = ℝ₊ ⊂ ݂(ܰ) ⊂] − ,ߜ  .impossible ]ߜ
Example 7.6. 
ܽ) Let τ and ߬ᇱ tow topologies on E, if ߬ ⊂ ߬ᇱ then, the identity map ݅: ,ܧ) ߬ᇱ) → ,ܧ) ߬) 
defined by: ∀ݔ ∈ ,ܧ (ݔ)݅ = ܱ is continuous on E. In fact, if ݔ ∈ ߬, ݅⁻¹(ܱ) = ܱ ∈ ߬ ⊂ ߬ᇱ. 
ܾ) Let ݂: ,ܧ) ߬ௗ௜௦) → ,ܨ)  be a map and σ any topology on F, then ݂ is continuous on E, in (ߪ
fact ∀ܷ ∈ (ܷ)¹⁻݂ ,ߪ ∈  ߬ௗ௜௦. 
ܿ) Let ݂: ,ܧ) ߬) → ,ܨ) τ௜ௗ௜௦ ) be a map, where τ is any topology on ܧ, then ݂ is continuous on 
E, in fact ∀ܷ ∈ ߬ௗ௜௦, ܷ = ∅ or ܨ then ݂⁻¹(ܷ) = ∅ or ܧ so ݂⁻¹(ܷ) ∈ ߬. 
݀) Let ݂: ,ܧ) ߬) → (ℝ, ߬௨) be a continuous function on E, since {0}, ]-∞,0] are closed and 
]0,+∞[ is open in the space ℝ, then: ܣ = ݔ} ∈ ,ܧ (ݔ)݂ = 0} = ܤ ;({0})¹⁻݂ = ݔ} ∈ ,ܧ (ݔ)݂ ≤
0} = ݂⁻¹(] − ∞, 0]) are closed in E and ܥ = ݔ} ∈ ,ܧ (ݔ)݂ > 0} = ݂⁻¹(]0, +∞[) is open in E. 
݀) Let E be a space and F a Hausdorff space. Then, the set ܣ = ݔ} ∈ ,ܧ (ݔ)݂ =  where ,{(ݔ)݃
݂, ݃: ܧ ⟶ ݔ are continuous is closed. Indeed, for all ܨ ∈ (ݔ)݂ ஼ܣ ≠  ,as F is Hausdorff ,(ݔ)݃
there are ܷ ∈ ܹ and ((ݔ)݂)ࣨ ∈ ܷ such that ((ݔ)݃)ࣨ ∩ ܹ = ∅. Therefore, there are 
ܰ ∈ ܸ and (ݔ)ࣨ ∈ (ܰ)݂ such that (ݔ)ࣨ ⊂ ܷ and ݂(ܸ) ⊂ ܹ.  As for any ݕ ∈ ܰ ∩ ܸ ∈
(ݕ)݂ ,(ݔ)ࣨ ∈U and ݃(ݕ) ∈ ܹ, then ݂(ݕ) ≠ ݕ so ,(ݕ)݃ ∈ ܰ ,஼. Henceܣ ∩ ܸ ⊂  ஼, soܣ
஼ܣ ∈  .thus it is open  (ݔ)ࣨ
Proposition 7.12. Let (ܧ, ߬) and (ܨ,  ,ܧ are two topological spaces, if ߬ᇱ is a topology on (ߪ
such that τ⊂߬ᇱ, and the map ݂: ,ܧ) ߬) → ,ܨ) :݂ is continuous on E, then (ߪ ,ܧ) ߬ᇱ) → ,ܨ)  is (ߪ
continuous on E. 
Proof. Let ܷ ∈ :݂ since ,ߪ ,ܧ) ߬ᇱ) → ,ܨ) ܷ is continuous on E, then for (ߪ ∈ (ܷ)¹⁻݂ ,ߪ ∈ ߬, 
since ߬ ⊂ ߬ᇱ, then ݂⁻¹(ܷ) ∈  ߬ᇱ. 
Lemma 7.1. Let (ܣ, ߬஺) be a subspace of a space (ܧ, ߬), then the canonical injection ݆: ܣ →  ,ܧ
defined by ∀ݔ ∈ ,ܣ (ݔ)݆ =  .is continuous on A ݔ
Proof. Let ܱ ∈ ߬, since ݆⁻¹(ܱ) = ݔ} ∈ ,ܣ (ݔ)݆ = ݔ ∈ ܱ} = ܣ ∩ ܱ ∈ ߬஺ then j is continuous 
on A. 
Remark 7.2. The lemma 7.1 allows us, to find the topology of a subset A of a space E, by 
saying that the topology ߬஺ is the coarser topology on A, which that the canonical injection ݆ is 
continuous. 
Lemma 7.2. Let (ܣ, ߬஺) be a subspace of a space (ܧ, ߬), if ݂: ,ܧ) ߬) → ,ܨ)  is continuous on (ߪ
E, then the restriction of ݂ to A that is ݃: ,ܣ) ߬஺) → ,ܨ)  .is continuous in A (ߪ
Proof. It suffices to remark that: ݃ = ݂ ∘ ݆ and use proposition 7.10. 
Lemma 7.3. Let (ܧ, ߬) be, the finite product space, i.e. ܧ = ఈୀଵߎ

௡ ߙ ఈ. For everyܧ ∈
{1, . . . , ݊}, the coordinate projection, πఈ: ,ܧ) ߬) → ఈܧ) , ߬ఈ), defined by: 
ݔ∀ = ,₁ݔ) . . . , ఈݔ , . . . , (௡ݔ ∈ (ݔ)πఈ ,ܧ =  .ఈ are continuous and surjectiveݔ
Proof. Let ߙ ∈ {1, . . . , ݊}, ఈܱ∈߬ఈ, then πఈ

ିଵ( ఈܱ) = ݔ} ∈ ,ܧ πఈ(ݔ) = ఈݔ ∈ ఈܱ} = ₁ܧ ×. . .×
ఈିଵܧ × ఈܱ × ఈାଵܧ ×. . .× ௡ܧ ∈ ߬. So, for every ߙ ∈ {1, . . . , ݊}, πఈ is continuous. As ߨ஑(ܧ) =
(ݔ)஑ߨ} ∈ ఈܧ , ݔ ∈ ఈܧ={ܧ , for all ߙ ∈ {1, . . . , ݊}, then ߨ஑ is surjective for all ߙ ∈ {1, . . . , ݊}. 
Remark 7.3. The lemma 7.3 allows us, to find the product topology on E, by saying that the 
topology τ is the coarser topology on E, such that all of the coordinate projection πఈ are 
continuous. 

Let (ܧ, ߬) and (ܨ, ܨ are topological spaces, where (ߪ = ఈୀଵߎ
௡  ఈ is a finite product space ofܨ

to spaces (ܨఈ , ߙ  ,(ఈߪ ∈ {1, . . . , ݊}. Then, the map ݂: ܧ →  has ݊ components ܨ
(݂₁, . . . , ఈ݂ , . . . , ௡݂), where ∀ߙ ∈ {1, . . . , ݊}, ఈ݂: ,ܧ) ߬) → ఈܨ) , ݔ∀ ఈ), that isߪ ∈ (ݔ)݂ ,ܧ =
,(ݔ)₁݂) . . . , ఈ݂(ݔ), . . . , ௡݂(ݔ)) and: 
Lemma 7.4. ݂ is continuous on ܧ ⟺ ߙ∀ ∈ {1, . . . , ݊}, ఈ݂ is continuous on E. 
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Proof. Since ∀ߙ ∈ {1, . . . , ݊}, ఈ݂ = πఈ ∘ ݂ where πఈ: ,ܨ) (ߪ → ఈܨ) ,  ఈ) are the continuousߪ
coordinate projections, if f is continuous on ܧ by proposition 7.10 ∀ߙ ∈ {1, . . . , ݊}, ఈ݂ is 
continuous on E. Inversely, let ܷ ∈ ݔ and ߪ ∈ ݂⁻¹(ܷ), so ݂(ݔ) ∈ ܷ, there is an open cylinder 
ܲ = ఈୀଵߎ

௡ ܷఈ, where ∀ߙ ∈ {1, . . . , ݊}, ܷఈ ∈ (ݔ)݂ ఈ, such thatߪ ∈ ܲ ⊂ ܷ i.e. ݔ ∈ ݂⁻¹(ܲ) ⊂
݂⁻¹(ܷ), since ݂⁻¹(ܲ) = ఈୀଵߎ)¹⁻݂

௡ ܷఈ) then ∀ߙ ∈ {1, . . . , ݊}, ఈ݂(ݔ) ∈ ܷఈ or ∀ߙ ∈
{1, . . . , ݊}, ݔ ∈ ఈ݂

ିଵ(ܷఈ), then ݂⁻¹(ܲ) =∩ఈୀଵ
௡

ఈ݂
ିଵ(ܷఈ), as ∀ߙ ∈ {1, . . . , ݊}, ఈ݂ is continuous 

on E, ఈ݂
ିଵ(ܷఈ) ∈ ߬ therefore ݂⁻¹(ܲ) ∈ ߬, so ݂⁻¹(ܷ) ∈ ,(ݔ)ࣨ ݔ∀ ∈ ݂⁻¹(ܷ), it follows that 

݂⁻¹(ܷ) ∈ ߬. 
 

8-Homeomorphism, Open and Closed Maps, Urysohn Lemma 
 

8.1-Homeomorphism, Open and Closed Maps 
The notion of homeomorphism is fundamental in topology, a homeomorphism is an 

isomorphism of topological structures. When two topological spaces are homeomorphic any 
property true for one is true for the other. 
Definition 8.1. Let (ܧ, ߬), ,ܨ) :݂ are two topological spaces. The map (ߪ ܧ →  is said to be ܨ
an homeomorphism if, ݂ is biunivoque and bicontinuous i.e. ݂ is bijective and both ݂ and its 
inverse map ݂⁻¹: ܨ →  are continuous. When there exists an homeomorphism betwin E and ܧ
F,  we say that E and F are topologically equivalent ( or homeomorphic). 
It is clear that: 
Lemma 8.1. The composition of two homeomorphisms is a homeomorphism. 
Example 8.1. 
ܽ) The function ݂: ℝ → ℝ, defined by ݂(ݔ) = ݔܽ + ܾ, ݔ∀ ∈ ܴ, where ܽ ∈ ℝ∗ and ܾ ∈ ℝ are 
two given constants, is an homeomorphism. 
ܾ) The function ݂: ℝ →] − 1,1[ defined by ݂(ݔ) = ௫

ଵା|௫|
, ݔ∀ ∈] − 1,1[, is an 

homeomorphism. 
ܿ) The exponential function ݂: (ℝ, ߬௨) → (ℝା

∗ , ߬௨), defined by ݂(ݔ) = ݁௫, ݔ∀ ∈ ℝ, is an 
homeomorphism. 
݀) The function ݂: ]0,1[→]ܽ, ܾ[, defined by ݂(ݔ) = (ܽ − ݔ(ܾ + ܾ, ݔ∀ ∈]0,1[ , where ܽ and ܾ 
are two given constants, is an homeomorphism i.e. ]0,1[ and ]ܽ, ܾ[ are homeomorphic. 
݁) Any bijective map, on a discrete space into a discrete one, is an homeomorphism. 
Remark 8.1. It is not true that, the bijective continuous map is an homeomorphism. Indeed, 
the function ݂: (ℝ, ߬ௗ௜௦) → (ℝ, ߬௨), defined by ݂(ݔ) = ,ݔ ݔ∀ ∈ ℝ is one to one, continuous 
but ݂⁻¹: (ℝ, ߬௨) → (ℝ, ߬ௗ௜௦) is not continuous. 
Proposition 8.1. Let ₁ܧ × ,be a product space and (ܽ₁ ₂ܧ ܽ₂) ∈ ₁ܧ ×  The two maps .₂ܧ
݃₁: ₁ܧ → ₁ܧ × {ܽ₂} defined by ݃₁(ݔ) = (ℎ₁(ݔ), ℎ₂(ݔ)) = ,ݔ) ݔ∀ ,(₂ܽ ∈ :and ݃₂ ₁ܧ ₂ܧ →
{ܽ₁} × (ݕ)defined by ݃₂ ₂ܧ = (ܽ₁, ,(ݕ ݕ∀ ∈  .are two homeomorphisms ₂ܧ
Proof. ݃₁ is an homeomorphism. since, the components ℎ₁, ℎ₂ of ݃₁ are bijective and 
continuous and its inverse ଵ݃

ିଵ = :₁ߨ ₁ܧ × {ܽ₂} → ,₁ܧ ,ݔ) ܽ₂) ↦ ,ݔ)₁ߨ ܽ₂) =  .is continuous ݔ
By the same ݃₂ is an homeomorphism. 
Corollary 8.1. Let ₁ܧ × ,be a product space, F a topological space, (ܽ₁ ₂ܧ ܽ₂) ∈ ₁ܧ ×  ,If .₂ܧ
the map ݂: ₁ܧ × ₂ܧ → :is continuous, then the tow partial maps ݂₁ ܨ ₁ܧ →  defined by ,ܨ
(ݔ)₁݂ = ,ݔ)݂ ݔ∀ ,(₂ܽ ∈ :and ݂₂ ₁ܧ ₂ܧ → (ݕ)defined by ݂₂ ,ܨ = ݂(ܽ₁, ,(ݕ ݕ∀ ∈  are ₂ܧ
continuous. 
Proof. It suffices to note that: ݂₁ = ݂ ∘ ݃₁ and ݂₂ = ݂ ∘ ݃₂ and apply proposition 8.1 and 
proposition 7.10. 
Remark 8.2. 
ܽ) Corollary 8.1 is true for a finite product topological spaces. 
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ܾ) The inverse of the corollary 8.1 is not true. Consider the function ݂: ℝ² → ℝ, defined by 
,ݔ)݂ (ݕ = ௫௬

௫²ା௬²
, if (ݔ, (ݕ ≠ (0,0) and ݂(0,0) = 0, since ݂(ݔ, (ݔ = ଵ

ଶ
≠ ݂(0,0), the function f 

is not continuous in (0,0), then it is not continuous on ℝ², but ݂₁(ݔ) = ,ݔ)݂ ܽ₂) = ௔₂௫
௫²ା௔₂మ, if 

ݔ ≠ 0, ݂₁(0) = 0 and ݂₂(ݕ) = ݂(ܽ₁, (ݕ = ௔₁௬
௔₁²ା௬²

, if ݕ ≠ 0, ݂₂(0) = 0 are continuous on ℝ. 
The introduction of the open map, (respectively of the closed map), is motivated by the 

fact that, the image of an open set (respectively of a closed set), by a continuous map not 
always an open set (respectively a closed set), as shown in the following example: the 
function ݂: (ℝ, ߬௨) → (ℝ₊, ߬௨), defined by ݂(ݔ) = ,²ݔ ݔ∀ ∈ ℝ, is continuous, but ݂(] −
1,1[) = [0,1[, by the same the exponential function ݃: (ℝ, ߬௨) → (ℝା

∗ , ߬௨), defined by 
(ݔ)݃ = ݁௫, ݔ∀ ∈ ℝ, is continuous but ݃(] − ∞, 0]) =]0,1]. 
Definition 8.2. Let ܧ and ܨ are two topological spaces. The map ݂: ܧ →  :is called ܨ
ܽ) Open if for any open ܱ in E, ݂(ܱ) is an open in F. 
ܾ) Closed if for any closed set C in E, ݂(ܥ) is a closed set in F. 
Example 8.2. 
ܽ) If ܣ is an open subspace (respectively a closed subspace) in a space E, the canonical 
injection ݆: ܣ →  .is open (respectively closed) ܧ
ܾ) The homeomorphism is both open and closed. 
Corollary 8.2. Let ܧ = ఈୀଵߎ

௡ ߙ ఈ be the finite product space. For everyܧ ∈ {1, . . . , ݊}, the 
coordinate projections ߨ஑: E ⟶ ;ఈܧ ݔ ⟼ (ݔ)஑ߨ =  .஑ are openݔ
Proof. If O is an open in E, there are ଵܱ∈τ₁,..., ஑ܱ∈߬஑,..., ୬ܱ∈߬୬ such that ܱ = ఈୀଵߎ

௡
஑ܱ ∈ ߬ 

then ߨ஑(ܱ) = (ݔ)஑ߨ} ∈ ఈܧ , ݔ ∈ ܱ} = ఈܧ ∩ ஑ܱ = ஑ܱ ∈ ߬஑. Then ߨ஑ is open for all ߙ ∈
{1, . . . , ݊}. 
Remark 8.3. It is not true that, the coordinate projection is closed, indeed the set ܥ =
∪௡ஹଵ ቀቂ݊, ݊ + ଵ

ଶ
ቃ × ቂ0,1 − ଵ

௡
ቃቁ is a closed in the space ℝ², and (ܥ)₂ߨ = ,ݔ)₂ߨ} ,(ݕ ,ݔ) (ݕ ∈

{ܥ = ݕ} ∈ ℝ, ,ݔ) (ݕ ∈ {ܥ = ቄݕ ∈ ℝ, ݕ ∈∪௡ஹଵ ቂ0,1 − ଵ
௡

ቃቅ =∪௡ஹଵ ቂ0,1 − ଵ
௡

ቃ = [0,1[, so 
:₂ߨ ℝ² → ℝ is not closed. 
Corollary 8.3. If a map ݂ over a space E, into a Hausdorff space F is continuous, the graph 
௙ܩ = ,ݔ)} (ݕ ∈ ܧ × ,ܨ ݕ =  .is closed {(ݔ)݂
Proof. Since, the map ℎ: ܧ × ܨ → ܨ × ,ݔ)defined by, ℎ ܨ (ݕ = (ℎ₁(ݔ, ,(ݕ ℎ₂(ݔ, ((ݕ =
,(ݔ)݂) ,ݔ)∀ ,(ݕ (ݕ ∈ ܧ ×  are continuous, as ₂ߨ is continuous, since its components ݂ and ܨ
the diagonal ߂ ⊂ ܨ × (߂)is closed, as ℎ⁻¹ (߂)is closed, then ℎ⁻¹ ܨ = ,ݔ)} (ݕ ∈ ܧ ×
,ܨ ,(ݔ)݂) (ݕ ∈ {߂ = ,ݔ)} (ݕ ∈ ܧ × ,ܨ ݕ = {(ݔ)݂ =  .௙ is closedܩ ௙, thusܩ
Remark 8.4. In general, the converse of the corollary 8.3 is false. Consider the function 
݂: (ℝ, ߬௨) → (ℝ, ߬௨) defined by ݂(ݔ) = ଵ

௫
, if ݔ ≠ 0, ݂(0) = 0, the graph ܩ௙ = ,ݔ)} (ݕ ∈

ℝ², ݕݔ = 1} ∪ ({0,0}), since the function ℎ: ℝ² → ℝ, defined by ℎ(ݔ, (ݕ = ,ݕݔ ,ݔ)∀ (ݕ ∈ ℝ² 
is continuous on ℝ², then ܩ௙ = ℎ⁻¹({1}) ∪ {(0,0)} is closed, but ݂ is not continuous on 0, 
therefore it is not continuous in ℝ. 
Corollary 8.4. A sequence {ݔ௡} = ଵݔ)}

௡, . . . , ఈݔ
௡, . . . , ௡ݔ

௡)} of 1D-finite product space ܧ =
ఈୀଵߎ

௡ ݔ ஑ converges toܧ = ,₁ݔ) . . . , ఈݔ , . . . , (௡ݔ ∈ ܧ ⟺ ߙ∀ ∈ {1, . . . , ݊}, the component 
sequence {ݔఈ

௡} converges to ݔఈ in ܧ஑. 
Proof. Since by the lemma 7.3, ∀ߙ ∈ {1, . . . , ݊}, the coordinate projections ߨ஑ are continuous. 
If {ݔ௡} converges to ݔ then ∀ߙ ∈ {1, . . . , ݊}, the sequence {ߨ஑(ݔ௡)} = ఈݔ}

௡} converges to 
(ݔ)஑ߨ = ܰ ఈ. Inversely, ifݔ ∈ there are ܰ₁ ,(ݔ)ࣨ ∈ ,(₁ݔ)ࣨ . . . , ஑ܰ ∈ ,(ఈݔ)ࣨ . . . , ୬ܰ ∈
ܰ such that ,(௡ݔ)ࣨ = ఈୀଵߎ

௡
஑ܰ, since ∀ߙ ∈ {1, . . . , ݊}, the sequence {ݔఈ

௡} converges to ݔఈ, 
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there is some ݊ఈ ∈ ℕ, such that ∀݊ ∈ ℕ, ݊ > ݊ఈ we have ݔఈ
௡ ∈ ஑ܰ, so there is ݊₀ =

ఈ݊}ݔܽ݉ , 1 ≤ ߙ ≤ ݊} such that ∀݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈ ܰ, therefore {ݔ௡} converges to ݔ. 
Note that, several results obtained for a finite product space remain valid for the product 

space, whose proofs of someone are not too far from those obtained for a finite product 
spaces: Let {(ܧఈ , ߬ఈ), ߙ ∈△} be a collection of the topological spaces and let ܧ =  ఈbeܧ△∋ఈߎ
the induced product space. Then we have: 

ܽ) If, for every ߙ ∈△,  
 .ఈ is 1D-space, then E is 1D-spaceܧ (݅

 .ఈ is 2D-space, then E is 2D-spaceܧ (݅݅        
 .ఈ is Separable, then E is separableܧ (݅݅݅       

ܾ)  A sequence {ݔ௡} of the product space ܧconverges to ݔ ∈ ߙ if, for every ܧ ∈△, the 
component sequence {ݔఈ

௡} converges to ݔఈ in ܧ஑. 
c) For all ߙ ∈△, the projection map ߨఈ: ݔ ∈ ܧ  ↦ ఈݔ ∈  ఈ is continuous open andܧ

surjective. 
݀) The map ݂ from a topological space ܨ into E, is continuous⟺ for every ߙ ∈△, the 

map ఈ݂=ߨఈ ∘ ݂ from F into ܧఈ is continuous. 
Let  {(ܧ, ఈܨ) ;(߬ , ߬ఈ), ߙ ∈△} be a family of the spaces , ܨ = ࣮ ఈ and letܨ△∋ఈߎ =

{ ఈ݂: ܧ ⟶ ;ఈܨ ߙ  ∈△} be a family of mappings. 
Definition 8.3. We say that:  

ܽ) ࣮ separates points, if for every ݔ, ݕ ∈ ,ܧ ݔ ≠ ߙ there is some ,ݕ ∈△, such that 
ఈ݂(ݔ) ≠ ఈ݂(ݕ)  in ܨఈ . 

ܾ) ࣮ separates  points and closed sets, if for every closed part ܣ ⊂ ݔ and every ܧ ∈  ,஼ܣ
there is some ߙ ∈△, such that ఈ݂(ݔ) ∉ ݈ܿ൫ ఈ݂(ܣ)൯. 
Definition 8.4. The map ݁: ܧ ⟶ ݔ defined by: for all ܨ ∈ (ݔ)݁ ,ܧ = △∋ఈߎ ఈ݂(ݔ) i.e. ఈ݂(ݔ) ∈
 .is said to be the evaluation map ,△∋ ߙ ఈ for allܨ
Lemma 8.2. (Embidding Lemma). If, for all ݂ ∈ ࣮, ݂ is continuous and if, ࣮ separates 
points and separates  points and closed sets. Then ݁ is an embedding i.e. ݁ is a 
homeomorphism betwin (ܧ, ߬) and the subspace (݁(ܧ),  .ܨ of (ߪ
Proof. It is obvious that, ݁ is onto, as ࣮ separates points then ݁ is also one-to-one. Since, 

ఈ݂=ߨఈ ∘ ݁ and ఈ݂ is continuous for all ߙ ∈△, then ݁ is continuous. It remains to prove that, for 
all ܱ ∈ ߬, the image ݁(ܱ) is a neighborhood of each of its points, therefore it is open. Let 
ݕ ∈ ݁(ܱ) be, there exists ݔ ∈ ܱ such that ݕ = ݔ as ,(ݔ)݁ ∉ ܱ஼ which is closed in ܧ, because 
࣮ separates points and closed sets, there is some ݅ ∈△, such that ௜݂(ݔ) ∉ ݈ܿ൫ ௜݂(ܱ஼)൯. As 

ቀ݈ܿ൫ ௜݂(ܱ஼)൯ቁ
஼
 is open in ܨ௜ , and ߨ௜: ܨ ⟶ ௜ߨ ௜ is continuous thenܨ

ିଵ ൬ቀ݈ܿ൫ ௜݂(ܱ஼)൯ቁ
஼

൰ is open 

in ܨ, therefore ܷ = (ܧ)݁ ∩ ௜ߨ
ିଵ ൬ቀ݈ܿ൫ ௜݂(ܱ஼)൯ቁ

஼
൰ ∈ ௜ߨ) ,Since .ߪ ∘ (ݔ)(݁ = ௜݂(ݔ) ∈

 ܷ∋ݖ It remains to prove that ܷ⊂ܱ݁. Let .ܷ∋ݕ therefore ,ܥܥ1݈݂ܱܿ݅−݅ߨ∋ݔ݁=ݕ ,then ܥܥܱ݂݈݅ܿ

be, there is ݔᇱ ∈ ݖ such that ,ܧ = (′ݔ)݁ ∈ ௜ߨ
ିଵ ൬ቀ݈ܿ൫ ௜݂(ܱ஼)൯ቁ

஼
൰, as ௜݂(ݔ′) ∈ ቀ݈ܿ൫ ௜݂(ܱ஼)൯ቁ

஼
, 

then ௜݂(ݔ′) ∉ ௜݂(ܱ஼) and ݔ′ ∉ ܱ஼, thus ݔᇱ ∈ ܱ, which implies that ݖ = (′ݔ)݁ ∈ ݁(ܱ). It 
follows that ݁(ܱ) ∈ ݕ for all ,(ݕ)ࣨ ∈ ݁(ܱ), thus ݁(ܱ) ∈  .ߪ 

 
8.2. Second Variation of the Separation Axioms, Urysohn Lemma 

In this section, we introduce two new types of separation axioms (the stronger separation 
properties). The first involves to use of closed neighborhoods in place of open sets in axioms 
T₂, the second concerns the existence of the Urysohn function for a subset A and B of the 
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spaceE, i.e. a continuous function ݂: ܧ → [0.1], such that ݂(ܣ) = 0 and ݂(ܤ) = 1. A space E 
is said to be: 
Tଶభ

మ
 (or Tଶభ

మ
-space or completely Hausdorff space), if for ݔ, ݕ ∈ ݔ) ܧ ≠  there exist open ,(ݕ

sets ܱ, ܱᇱ containing ݔ and ݕ respectively, such that ݈ܿ(ܱ) ∩ ݈ܿ(ܱᇱ) = ∅. 
Tଷభ

మ
 (or Tଷభ

మ
-space), if A is a closed subset of E and y is an element of ܣ஼, there is a Urysohn 

function for A and {ݕ}. E is said to be Completely regular space, or Tychonoff if, E is T₀ 
and Tଷభ

మ
. 

The following implications, specifies the relationships between both first and second 
variation separation axioms: 
૞܂ ⟹ ૝܂ ⟹ ૜܂ ⟹ ૛܂ ⟹ ૚܂ ⟹  ૙܂
૞܂ ⟹  .ܔ܉ܕܚܗܖ ܡܔ܍ܜ܍ܔܘܕܗ܋
૝܂ ⟹  .ܔ܉ܕܚܗܖ
૜܂ ⟹  .ܚ܉ܔܝ܏܍ܚ
Note that the implications are not reversible. 

A property is said to be, a topological property (or topological invariant), if whenever 
one space possesses a given property, any space homeomorphic to it, also possesses the same 
property. Similarly, a property is called a continuous, open, or closed invariant if any 
continuous (respectively open, closed) image of a space possessing the property also 
possesses the property. All the separation properties are topological properties. However, 
certain of the properties are preserved under less restrictive maps if. (ܧ, ߬), ,ܨ)  are two (ߪ
topological spaces and ݂: ܧ →  is closed one to one, and E is T₀, T₁, Hausdorff, or ܨ
completely Hausdorff, then F is T₀, T₁, Hausdorff, or completely Hausdorff. In particular if 
߬ ⊂ ߬ᇱ are topologies for E, that is ߬ᇱ is an expansion of τ, the identity map ݅: ,ܧ) ߬) → ,ܧ) ߬ᇱ) 
is closed bijective and continuous, therefore it is an homeomorphism, then if (ܧ, ߬) is T₀, T₁, 
Hausdorff, or completely Hausdorff, (E, ߬ᇱ) is also T₀, T₁, Hausdorff, or completely 
Hausdorff. The stronger separation properties are not in general, preserved under expansion. 

Every subspace of a T₀, T₁, Hausdorff, completely Hausdorff, regular, completely regular 
or completely normal space is T₀, T₁, Hausdorff, completely Hausdorff, regular, completely 
regular or completely normal. But only closed subspace of normal space need be normal.  

Most separation properties are, however, preserved under products. Let {(ܧఈ , ߬ఈ), ߙ ∈△} 
be a collection of the topological spaces and let ܧ =  .ఈbe the induced product spaceܧ△∋ఈߎ
Then  

ܽ) E is T₀, T₁, Hausdorff, completely Hausdorff, regular or completely regular space, iffy 
for every ߙ ∈  ఈ is T₀, T₁, Hausdorff, completely Hausdorff, regular or completely regularܧ ,∆
space. 

ܾ) If ܧ is normal or completely normal, each ܧఈ is normal or completely normal, but the 
converse does not hold. 
Theorem 8.1 (Urysohn Lemma). If A and B are two disjoint closed sets, in a normal space E, 
there is a Urysohn function for A and B. i.e. the normal space is completely regular. 
Proof. Since ܣ ⊂ ஼ܤ = ܱ₁ which is an open, by corollary 5.5, there exists an open ܱభ

మ
 such 

that ܣ ⊂ ܱభ
మ

⊂ ݈ܿ ൬ܱభ
మ
൰ ⊂ ܱ₁, by the same, for ܣ ⊂ ܱభ

మ
 there is an open ܣ ⊂ ܱభ

ర
, such that 

ܣ ⊂ ܱభ
ర

⊂ ݈ܿ(ܱభ
ర
) ⊂ ܱభ

మ
 and for ݈ܿ(ܱభ

మ
) ⊂ ܱ₁ there is an openܱయ

ర
  such that ݈ܿ(ܱభ

మ
) ⊂ ܱయ

ర
⊂

݈ܿ(ܱయ
ర
) ⊂ ܱ₁, so ܣ ⊂ ܱభ

ర
⊂ ݈ܿ(ܱభ

ర
) ⊂ ܱభ

మ
⊂ ݈ܿ(ܱభ

మ
) ⊂ ܱయ

ర
⊂ ݈ܿ(ܱయ

ర
) ⊂ ܱ₁. By iteration, 

ߙ∀ ∈ {1, . . . ,2ⁿ}, ݊ ∈ ℕ∗, there exist opens ܱಉ
మⁿ

 such that for 0 < ݎ < ௥ܱ ,ݏ ⊂ ݈ܿ( ௥ܱ) ⊂ ௦ܱ. 
Let's define, for all ݔ ∈ (ݔ)݂ the function ,ܧ = 1, if ݔ ∈ (ݔ)݂ and ܤ = ,ݎ}݂݊݅ ݔ ∈ ௥ܱ and 
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ݔ ∉ ݔ then if ,{ܤ ∈ ܣ ⊂ ܱಉ
మⁿ

(ݔ)݂ , = ݂݅݊ ቄ ஑
ଶⁿ

, ݊ ∈ ℕ∗ቅ = 0, since 0 < ஑
ଶⁿ

≤ 1, ∀݊ ∈ ℕ∗, 
ߙ∀ ∈ {1, . . . ,2ⁿ}, then 0≤f(x)≤1, ∀ݔ ∈ :݂ ,It remains to demonstrate that .ܧ ܧ → [0,1] is 
continuous. Let U an open in the subspace [0,1] of the space ℝ, there exists ]ܽ, ܾ[⊂ ℝ, such 
that ܷ = [0,1] ∩]ܽ, ܾ[=]ܽ, 1] if 0 < ܽ ≤ 1 < ܾ, or ܷ = [0, ܾ[, if ܽ < 0 ≤ ܾ < 1. Let 
ݔ ∈ ݂⁻¹(]ܽ, 1]), then ܽ < (ݔ)݂ ≤ 1, so there is ₀ݎ > ܽ, such that ݔ ∉ ௥ܱ₀. For ₀ݏ ∈]ܽ,  ,]₀ݎ
݈ܿ( ௦ܱ₀) ⊂ ௥ܱ₀ then ݔ ∉ ݈ܿ( ௦ܱ₀) or ݔ ∈ ൫݈ܿ( ௦ܱ₀)൯஼

, so ݂⁻¹(]ܽ, 1]) =∪௦வ௔ (݈ܿ( ௦ܱ))஼ witch is an 
open in E. If now, ݔ ∈ ݂⁻¹([0, ܾ[), then 0 ≤ (ݔ)݂ < ܾ, so there exists ݊₀ ∈ ℕ∗, such that 
0 ≤ (ݔ)݂ ≤ ଵ

ଶ೙₀ = ₀ݎ < ଵ
௡₀

< ܾ, then ݔ ∈ ௥ܱ₀ and ݂⁻¹([0, ܾ[) =∪௥ழ௕ ௥ܱ witch is an open in E. 
 
Remark 8.5.  

ܽ) The Urysohn lemma is true in any space homeomorphic to [0,1], in particular in any 
interval [ܽ, ܾ]. That is for two disjoint closed A and B in a normal space E, there is a 
continuous function ݃: ܧ → [ܽ, ܾ], such that ݃(ܣ) = ܽ and ݃(ܤ) = ܾ. It suffices to take 
݃ = ݉݅݊{ܾ, ,ܽ}ݔܽ݉ ݂}}, where ݂: ܧ → [0,1] is a continuous function. 

ܾ) If, for two disjoint closed parts ܣ and ܤ of the space E, there is an Urysohn continuous 
function ݂. Then E is normal. In fact, for any open ܷ in [0,1], ݂ିଵ ቀቂ0, ଵ

ସ
ቂ ∩ ܷቁ is an open in 

[0,1],  containing ܣ, and for any open ܸ in [0,1], ݂ିଵ ቀቃଷ
ସ

, 1ቃ ∩ ܸቁ is an open in [0,1], 

containing ܤ. As ݂ିଵ ቀቂ0, ଵ
ସ
ቂ ∩ ܷቁ ∩ ݂ିଵ ቀቃଷ

ସ
, 1ቃ ∩ ܸቁ = ∅, then ܧ 

We need the following lemma, to demonstrate the extension theorem of continuous 
functions defined on closed part of a normal space (Tietze-Hurysohn Theorem). 
Lemma 8.3. If A is a closed part of the normal space E. The following properties are 
equivalent: 
ܽ) The bounded continuous function ݂: ܣ → ℝ, has a bounded extension continuous function 
over E. 
ܾ) The continuous function ݂: ܣ → ℝ, has an extension continuous function over ܧ. 
Proof. ܽ) ⟹ ܾ). Let ݂: ܣ → ℝା be a continuous function. Then, the function φ: ܣ → [0,1] 
defined by φ = ௙

ଵା௙
, is bounded continuous on A, by ܽ) there is an extended continuous 

function ݃: ܧ → [0,1], i.e. ݃ = φ, on A. Then ܤ = ݃⁻¹({1}) is closed in E, and ܣ ∩ ܤ = ∅, if 
not there is some ₀ݔ ∈ ܣ ∩ (₀ݔ)݃ then ,ܤ = 1 = ୤(୶₀)

ଵା୤(୶₀)
<1, contradiction. By the Hurysohn 

lemma, there is a continuous function ℎ: ܧ → [0,1], such that ℎ(ܣ) = 1 and ℎ(ܤ) = 0. Since, 
the continuous product function ߰ = ݃ℎ: ܧ → [0,1], satisfies ߰(ܣ) = (ܣ)ℎ(ܣ)݃ =  then (ܣ)݃
߰ is also an extended continuous of φ. Let ሚ݂: ܧ → ℝ₊, defined by ሚ݂ = ந

ଵିந
 if ߰ ≠ 1, and 

ሚ݂ = 0, if ߰ = 1, since ሚ݂(ܣ) = ந(୅)
ଵିந(୅)

= ୥(୅)
ଵି୥(୅)

= ఝ(஺)
ଵିఝ(஺)

= ௙(஺)
ଵା௙(஺)

(1 + ((ܣ)݂ =  then ሚ݂ ,(ܣ)݂
is an extended continuous function of ݂. In the case where ݂: ܣ → ℝି

∗ , we will do the same 
demonstration by considering the function −݂: ܧ → ℝା. If, now ݂: ܣ → ℝ, we use the same 
argument for the composed continuous function |. | ∘ ݂: ܣ → ℝା, where |.| is the absolute 
value function on ℝ. ܾ) ⟹ ܽ). Let ݂: ܣ → [0,1] be a bounded continuous function. By ܾ) the 
continuous function ߶: ܣ → ℝ₊, defined by ߶ = ௙

ଵି௙
, 0 ≤ (ݔ)݂ < 1, has an extended 

continuous function ݃: ܧ → ℝା, Since ܤ = ݃⁻¹({0}) is closed in ܧ and ܣ ∩ ܤ  = ∅, by the 
Hurysohn lemma, there is a continuous function ℎ: ܧ → [0,1], such that ℎ(ܣ) = 1 and 
ℎ(ܤ) = 0. As the continuous product function ߰ = ݃ℎ: ܧ → ℝ₊ is also an extended 
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continuous of ߶. Let ሚ݂: ܧ → ]0,1[, defined by ሚ݂ = ந
ଵାந

, then ሚ݂ is an extended continuous of ݂ 
to E. 
Remark 8.6. Since in ܽ) the function is bounded then, there is ܽ, ܾ ∈ ℝ, such that ݂(ݔ) ∈
[ܽ, ܾ], who is homeomorphic to [0,1], so the proof remains valid for [ܽ, ܾ] and since ]0,1[ is 
homeomorphic to ℝ, the conclusion remains valid for ℝ. 
Before stating Tietz's theorem, let us recall that if ܥ௕(ܧ) denotes the space of functions 
defined on the space E which are bounded and continuous, the map ݂ ∈ (ܧ)௕ܥ ⟼ ‖݂‖ =
|(ݔ)݂|௫∈ா݌ݑݏ ∈ (ℝ₊, |. |); is a norme i.e. for every ݂, ݃ ∈ ߣ and every (ܧ)௕ܥ ∈ ℝ: ‖݂‖ =
0 ⟺ ݂ = ‖݂ߣ‖ ;0 = ݂‖ and ‖݂‖|ߣ| + ݃‖ ≤ ‖݂‖ + ‖݃‖. The restriction of the map ‖. ‖, to 
the subspace ܣ ⊂  is also a norme. We come back in detail to this notion in the chapter  (ܧ)௕ܥ
on normed spaces later. 
Theorem 8.2 (Tietze-Hurysohn theorem). If A is a closed part of the normal space E. Then 
any bounded continuous function ݂: ܣ → ℝ,  has a unique extension continuous function over 
 .ܧ
Proof. We can obviously take, ݂: ܣ → [−1,1]. Because the two disjoint parts ܣ଴ =
ቄݔ ∈ ,ܣ (ݔ)݂ ≤ − ଵ

ଷ
ቅ  and ܤ଴ = ቄݔ ∈ ,ܣ (ݔ)݂ ≥ ଵ

ଷ
ቅ are closed in E (see, proposition 6.2) and E 

is normal then it is completely regular, by Hurysohn lemma there is ଴݂ ∈  such that (ܧ)௕ܥ
଴݂(ܣ଴) = − ଵ

ଷ
 , ଴݂(ܤ଴) = ଵ

ଷ
 and − ଵ

ଷ
≤ ଴݂(ݔ) ≤ ଵ

ଷ
, for every ݔ ∈ ‖ so  ,ܧ ଴݂‖ = ଵ

ଷ
. It follows that 

‖݂ − ଴݂‖஺ = ݂)|௫∈஺݌ݑݏ − ଴݂)(ݔ)| ≤ ଶ
ଷ
. Applying the same argument, for the function 

ଷ
ଶ

(݂ − ଴݂): ܣ → [−1,1], there is ଵ݂ ∈ ‖ ,(ܧ)௕ܥ ଵ݂‖ = ଵ
ଷ
 and ቛଷ

ଶ
(݂ − ଴݂) − ଵ݂ቛ

஺
≤ ଶ

ଷ
 or 

ቛ(݂ − ଴݂) − ଶ
ଷ ଵ݂ቛ

஺
≤ ቀଶ

ଷ
ቁ

ଶ
. By iteration up to ݊ ∈ ℕ, there is ௡݂ ∈ ‖ ,(ܧ)௕ܥ ௡݂‖ = ଵ

ଷ
 and 

ฯ(݂ − ଴݂) − ଶ
ଷ ଵ݂ − ቀଶ

ଷ
ቁ

ଶ
ଶ݂ − ⋯ − ቀଶ

ଷ
ቁ

௡
௡݂ฯ

஺
≤ ቀଶ

ଷ
ቁ

௡ାଵ
(∗) Because, the functions series 

∑ ݃௞(ݔ)ஶ
௞ୀ଴  where ݃௞(ݔ) = ቀଶ

ଷ
ቁ

௞
௞݂(ݔ), ∀ݔ ∈ |(ݔ)satisfies: |݃௞ ,ܧ = ฬቀଶ

ଷ
ቁ

௞
௞݂(ݔ)ฬ ≤

ቀଶ
ଷ
ቁ

௞
| ௞݂(ݔ)| ≤ ቀଶ

ଷ
ቁ

௞
‖ ௞݂‖ = ଵ

ଷ
ቀଶ

ଷ
ቁ

௞
, for every ݔ ∈ ∑ then ,ܧ ݃௞(ݔ)ஶ

௞ୀ଴  is uniformly convergent 
to the continuous function ݃, defined en ܧ, therefore it is simply convergent to the continuous 
function ݃  defined on ܧ. As from (∗), ‖݂ − ݃‖஺=0, then the restriction of ݃ into ܣ is ݂. 

 
9-Connectedness 

 
9.1-Connected space 

In this chapter, we introduce the idea of connectedness, which is a topological property 
related to the separation axioms, it examines the structure of topological spaces from the 
opposite point of view. Intuitively, a topological space is connected if it is all in one piece. To 
make this precise, the parts A and B of a space E, are said to be a separation of E, if ܧ = ܣ ∪
ܣ and ܤ ∩ ܤ = ∅. Then: 
Definition 9.1. A space E, is said to be connected, if there is no separation of E in two 
nonempty open sets. E is said to be disconnected if, it is not connected i.e. E can be written as 
the union of two disjoint nonempty open subsets. 
.ૢ ܖܗܑܜܑܛܗܘܗܚ۾ ૚. Let E be a topological space. The following assertions are equivalent: 
ܽ) E is connected. 
ܾ) E has no separation by two nonempty closed sets. 
ܿ) E has nontrivial two open separation, i.e. the only separation of E is ∅ and E. 
 .does not have any nontrivial clopen sets, i.e. the only clopens of E are ∅ and E ܧ (݀
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e) Any nontrivial part A of E, has its boundary ܾ݀(ܣ) ≠ ∅. 
݂) There is no surjective continuous function, from E to a discrete two point space. 
݃) Any continuous function from E to a discrete two point space is constant. 
Proof. ܽ) ⟹ ܾ). If, there are two nonempty closed sets D and G in E, such that ܦ ∩ ܩ = ∅ 
and ܧ = ܦ ∪ ஼ܦ ஼ are two disjoint open sets in E andܩ ,஼ܦ then ܩ ∪ ஼ܩ =  contradiction ,ܧ
with ܽ). ܾ) ⟹ ܿ). If, there is two non trivial separation open subsets O and U, then ܧ = ܱ ∪
ܷ and ܱ ∩ ܷ = ∅, so ܱ஼ , ܷ஼ are two disjoint closed sets in E and  ܧ = ܱ஼ ∪ ܷ஼, 
contradiction with ܾ). ܿ) ⟹ ݀). If, there is a nontrivial clopen subset ܣ in E, then: A and ܣ஼ 
are two disjoint separation clopen of E, contradiction with ܿ). ݀) ⟹ ݁). If, there is a 
nontrivial part A of E such that ܾ݀(ܣ) = ∅ = (ܣ)݈ܿ ∩ ݔ if ,(஼ܣ)݈ܿ ∈ ݔ ,(ܣ)݈ܿ ∉  then (஼ܣ)݈ܿ
ݔ ∉ ݔ ஼ orܣ ∈ ݔ is closed and if ܣ so ,ܣ ∈ ݔ ,(஼ܣ)݈ܿ ∉ ݔ then (ܣ)݈ܿ ∉ ݔ or ,ܣ ∈  ஼ isܣ ஼ thenܣ
closed it follows that A is open, therefore A is clopen, contradiction with ݀). ݁) ⟹ ݂). If 
there is a continuous function ݂ from E to a discrete space ܨ = {ܽ, ܾ}, then the nontrivial 
subset {ܽ} in F is clopen therefore, by continuity the nontrivial subset ݂⁻¹({ܽ}) is clopen in E, 
so ܾ݀(݂⁻¹({ܽ})) = ݂⁻¹({ܽ}) ∩ (݂⁻¹({ܽ}))஼ = ∅, contradiction with ݁). ݂) ⟹ ݃). If, there is 
a continuous function from E to a discrete space ܨ = {ܽ, ܾ}, witch is non constant, there are 
,ݔ ݕ ∈ ,ܧ ݔ ≠ (ݔ)݂ such that ݕ = ܽ and ݂(ݕ) = ܾ then, a,b∈f(E), so ܨ = {ܽ, ܾ} ⊂  then (ܧ)݂
݂ is surjective, contradiction with ݂). ݃) ⟹ ܽ) If, E is written as the union of two disjoint 
nonempty open subsets ܱ and U, then the function ݂: ܧ → ܨ = {ܽ, ܾ}, defined by: ∀ݔ ∈
,ܧ (ݔ)݂ = ܽ, if ݔ ∈ ܱ, and ݂(ݔ) = ܾ, if ݔ ∈ ܷ, is such that ݂⁻¹({ܽ}) = ܱ and ݂⁻¹({ܾ}) = ܷ 
so, ݂ is continuous, nonconstant, contradiction with ݃). 
Example 9.1. 
ܽ) Let ܧ = {ܽ, ܾ, ܿ}, ߬ = {∅, {ܽ}, {ܽ, ܾ}, ,ܧ) clearly ,{ܧ ߬) is connected. 
ܾ) The indiscrete space is connected. The only clopen sets, are the trivial sets ∅ and E. 
ܿ) The space ℝ, is connected. Since the only clopen sets are ∅ and ℝ ( see example 2.2, ݀)). 
݀) The singleton space is connected, since the only clopen are ܧ =  .∅ and {ݔ}
݁) The discrete space is disconnected. Since ∀ܣ ⊂  .is clopen {ܣ} ,ܧ
݂) The finite Hausdorff space containing at last two elements, is disconnected, indeed 
ݔ∀ ∈ ,ܧ  .is clopen {ݔ}
Definition 9.2. A subspace A of a space E is a connected set, if it satisfies the definition of 
connected space under induced topology. A is disconnected if, there exist two open O and U 
in E, such that ܣ ⊂ ܱ ∪ ܣ ,ܷ ∩ ܱ ∩ ܷ = ܣ ,∅ ∩ ܱ ≠ ∅ and ܣ ∩ ܷ ≠ ∅. 
Example 9.2. In the space ℝ. 
ܽ) The subspace ℝ∗ is disconnected, since ℝ∗ =] − ∞, 0[∪]0, +∞[ and ] − ∞, 0[∩]0, +∞[=
∅. 
ܾ) The subspace ℚ is disconnected, since ℚ = ൫ℚ ∩ ൧−∞, √2ൣ൯ ∪ ൫ℚ ∩ ൧√2, +∞ൣ൯ and 
൫ℚ ∩ ൧−∞, √2ൣ൯ ∩ ൫ℚ ∩ ൧√2, +∞ൣ൯ = ∅. 
ܿ) In (ܧ, ߬௖௢௙). Any infinite part A is connected, but any finite part B is disconnected . Indeed, 
if the infinite part A is disconnected, there exist two open O and U in E, such that ܣ ⊂ ܱ ∪ ܷ, 
ܣ ∩ ܱ ∩ ܷ = ܣ ,∅ ∩ ܱ ≠ ∅ and ܣ ∩ ܷ ≠ ∅, then ܣ ⊂ (ܱ ∩ ܷ)஼ = ܱ஼ ∪ ܷ஼ witch is finite, 
contradiction. If ܤ = {ܾ₁, . . . , ܾఈ , . . . , ܾ௡} is finite, in a T₁-space (ܧ, ߬௖௢௙), then ܤ is closed and 
ܤ = {ܾ₁} ∪ {ܾ₂, . . . , ܾఈ , . . . , ܾ௡}, with two closed disjoint {ܾ₁} and {ܾ₂, . . . , ܾఈ, . . . , ܾ௡}, then B 
is disconnected. 
Theorem 9.1. In the space ℝ, a part ܣ ⊆ ℝ, is connected⟺A is an interval. 
Proof. If, A is not an interval, then A is disconnected, indeed, as A is not an interval, there are 
,ݔ ݕ ∈ ,ܣ ݔ ≤ ,ݔ] such that ,ݕ [ݕ ⊈ ܽ so there is ,ܣ ∈ ,ݔ] ܽ and [ݕ ∉ ܣ The sets .ܣ ∩] − ∞, ܽ[ 
and ܣ ∩]ܽ, +∞[ are a separation of A. Conversely, if A is a disconnected interval, there is two 
open O and U in E, such that ܣ = ܣ) ∩ ܱ) ∪ ܣ) ∩ ܷ) and ܣ ∩ ܱ ∩ ܷ = ∅. Let ݔ, ݕ ∈ ,ܧ ݔ <
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,ݕ ݔ ∈ ܣ ∩ ܱ and ݕ ∈ ܣ ∩ ܷ, as ݔ, ݕ ∈ ,ݔ] witch is an interval, then ,ܣ [ݕ ⊂  since the set ,ܣ
ܤ = ܣ ∩ ܱ ∩ ,ݔ] [ݕ = ܱ ∩ ,ݔ] [ݕ ⊂ ,ݔ] ܾ is bounded, there is ܤ then [ݕ ∈ ,ݔ]  such that [ݕ
ܾ = ܾ so ,ܤ݌ݑݏ ∈ ܣ ∩ ܱ or ܾ ∈ ܣ ∩ ܷ. If, ܾ ∈ ܣ ∩ ܱ, there exists ߜ > 0, such that ቂܾ, ܾ +
ఋ
ଶ
ቃ ⊂ ܣ and ܣ ∩ ቂܾ, ܾ + ఋ

ଶ
ቃ ⊂ ܣ ∩ ܱ, since ܾ ∈ ,ݔ] ܾ and [ݕ ∉ ܷ, then ܾ < ݔ so ,ݕ < ܾ + ఋ

ଶ
<

ܾ indeed if ,ݕ < ݕ ≤ ܾ + ఋ
ଶ
, then ݕ ∈ ܣ ∩ ܱ ∩ ܷ = ∅, therefore ܾ + ఋ

ଶ
∈ ܾ so ,ܤ + ఋ

ଶ
≤ ܾ, 

contradiction. If, ܾ ∈ ܣ ∩ ܷ, there exists ρ>0, such that ቂܾ − ఘ
ଶ

, ܾቃ ⊂ ܷ, and ܣ ∩ ቂܾ − ఘ
ଶ

, ܾቃ ⊂
ܣ ∩ ܷ, since ܾ ∉ ܱ, then ݔ < ܾ a fortiori, ݔ < ܾ − ఘ

ଶ
< ܾ ,indeed if ,ݕ − ఘ

ଶ
≤ ݔ < ܾ, ݔ ∈ ܣ ∩

ܱ ∩ ܷ = ∅, therefore ܾ − ఘ
ଶ

∈ ܷ ∩ ,ݔ] ܱ since ,[ݕ ∩ ܷ ∩ ,ݔ] [ݕ ⊂ ܣ ∩ ܱ ∩ ܷ = ∅, then 
ܾ − ఘ

ଶ
∉ ܱ ∩ ,ݔ] ܾ ,so [ݕ ≤ ܾ − ఘ

ଶ
, contradiction. Thus, ܾ ∈ ,ݔ] [ݕ ⊂ ܾ and ܧ ∉  witch is an ܧ

interval, impossible. 
Example 9.3. 
In the space ℝ, the subspaces ℕ, ℤ, ℚ஼are disconnected. Because, hey are not intervals of ℝ. 
Proposition 9.10. If, A is a connected subset of a space E, and there are two open sets O and 
U in E, such that: ܣ ∩ ܱ ∩ ܷ = ∅, and ܣ ⊂ ܱ ∪ ܷ, then ܣ ⊂ ܱ or ܣ ⊂ ܷ. 
Proof. if, ܣ ⊈ ܱ and ܣ ⊈ ܷ, there are ݔ, ݕ ∈ ݔ such that ܣ ∉ ܱ and ݕ ∉ ܷ, since ܣ ⊂ ܱ ∪ ܷ, 
then ݔ ∈ ܣ ∩ ܷ and ݕ ∈ ܣ ∩ ܱ, so A is a partition of the two nonempty open ܣ ∩ ܷ and ܣ ∩
ܱ, then A is disconnected, contradiction. 
Proposition 9.11. If, A is a connected subset of a space E, and B a subset of E, such that: 
ܣ ⊂ ܤ ⊂  .is connected (ܣ)݈ܿ then B is connected, in particular ,(ܣ)݈ܿ
Proof. If, B is disconnected, there are two nonvoide open sets O and U in E, such that: 
ܤ ∩ ܱ ≠ ∅, ܤ ∩ ܷ ≠ ∅, ܤ ∩ ܱ ∩ ܷ = ∅ and ܤ ⊂ ܱ ∪ ܷ. If, ݔ ∈ ܤ ∩ ܱ, thus ݔ ∈  since ,(ܣ)݈ܿ
ܱ ∈ ܱ then ,(ݔ)ࣨ ∩ ܣ ≠ ∅, by the same ܷ ∩ ܣ ≠ ∅. Moreover, ܣ ⊂ ܱ ∪ ܷ so A is 
disconnected, contradiction. 
Remark 9.1. 
ܽ) If, A is a connected subspace of a space E, and ݈ܿ(ܣ) =  then E is connected. But, if A is ,ܧ
a subset of a space E, such that ݈ܿ(ܣ) =  then A is not always connected, for example in ,ܧ
usual ℝ, ݈ܿ(ℚ) is connected, but ℚ is disconnected. 
ܾ) If, A is a connected subset of a space E, the ݅݊(ܣ)ݐ, the intersection and the union are not 
always connected. Example in ܧ = {ܽ, ܾ, ܿ, ݀} with ߬ = {∅, {ܽ}, {ܾ}, {ܽ, ܾ},  the parts {ܧ
ܣ = {ܽ, ܾ, ݀} and ܤ = {ܽ, ܾ, ܿ} are connected, but ݅݊(ܣ)ݐ = {ܽ, ܾ} = ܣ ∩  .is disconnected ܤ
In Hausdorff space the singletons are connected but their union is disconnected. 
Proposition 9.12. Let E be a topological space. If, A is a connected part of E and B a 
nonvoide part of E, which satisfy: ܣ ∩ ܤ ≠ ∅ and ܣ ∩ ஼ܤ ≠ ∅. Then ܣ ∩ (ܤ)ܾ݀ ≠ ∅. 
Proof. If, ܣ ∩ (ܤ)ܾ݀ = ∅, as ܧ = (ܤ)ݐ݊݅ ∪ (஼ܤ)ݐ݊݅ ∪ ܣ then ,(ܤ)ܾ݀ = ܷ ∪ ܸ where 
ܷ = ܣ ∩ ܸ and (ܤ)ݐ݊݅ = ܣ ∩  are disjoint open sets in a subspace A, then A is ({ܥ}^ܤ)ݐ݊݅
disconnected, contradiction. 

As noted in the remark 9.1 ܾ), in general, the connectedness is not stable by the union and 
the intersection. However, under suitable conditions, one can have stability for the union, as 
shown in the following proposition. 
Proposition 9.13. A collection of connected parts, of a topological space, is stable for union, 
if the intersection of its elements is not empty. 
Proof. Let {ܣఈ , ߙ ∈△} be, a collection of connected parts, in a space E, and ܣ =∪ఈ∈△  .ఈܣ
Since for every ߙ ఈ is connected, there exist two disjoint open ܷఈܣ ,△∋ , ఈܹ in ܣఈ such that, 
ఈܣ ⊂ ܷఈ , or ܣఈ ⊂ ఈܹ . Thus, there exist two open ఈܱ and ఈܱ

ᇱ  in E, such that ܷఈ = ఈܣ ∩ ఈܱ, 
ఈܹ = ఈܣ ∩ ఈܱ

ᇱ . As for every ߙ ఈܣ ,△∋ ≠ ∅  then ∀ߙ ∈△,  (ܷఈ ≠ ∅ if ఈܹ = ∅) and ( ఈܹ ≠ ∅ 
if ܷఈ = ∅), then, if ఈܹ = ܣ ,∅ =∪ఈ∈△ ఈܣ ⊂∪ఈ∈△ ܷఈ ⊂ ܣ ∩ (∪ఈ∈△ ఈܱ) = ܣ ∩ ܱ = ஺ܷ where 
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ܱ =∪ఈ∈△ ఈܱ is a nonempty open in ܧ. Let ஺ܸ = ܣ ∩ ܱᇱ, where ܱᇱ =∪ఈ∈△ ఈܱ
ᇱ  is an open in E, 

then ஺ܸ = ܣ ∩∪ఈ∈△ ఈܱ
ᇱ =∪ఈ∈△ ఈܣ) ∩ ఈܱ

ᇱ ) =∪ఈ∈△ ఈܹ = ∅. Because, ܣ = ஺ܷ ∪ ஺ܸ where 
஺ܸ = ∅, then A is connected. The same argument used in the case when ఈܹ ≠ ∅ and ܷఈ = ∅, 

yields to the same result. 
Proposition 9.14 (Bolzano theorem). Let ݂ be a continuous map, from a connected space E, 
into the space F. Then, the range ݂(ܧ) is connected. 
Proof. Let ݂ be a continuous map, from a connected space E, into the space F. If, the range 
ܤ is disconnected, there exists a non trivial clopen part (ܧ)݂ ⊂  is a non (ܤ)so ݂⁻¹ ,(ܧ)݂
trivial clopen in ܧ, witch implies that E is disconnected, contradiction. 
As, a direct consequence, of the proposition 9.14 and theorem 9.1, we have: 
Corollary 9.1. The image of any interval in the space ℝ, by a continuous function from ℝ 
into ℝ is an interval. 
Corollary 9.2. If, E is a connected space, ݂ is a continuous function from E, into ℝ, and 
ܽ, ܾ ∈ ߣ Then, for every every .(ܧ)݂ ∈ [ܽ, ܾ], there exists ݔ ∈ (ݔ)݂ such that ,ܧ =  .ߣ
Proof. By proposition 9.14, ݂(ܧ) is connected in ℝ, therefore, by theorem 9.1 ݂(ܧ) is an 
interval, then for ܽ, ܾ ∈ ,ܽ] ,(ܧ)݂ ܾ] ⊂ ߣ thus if ,(ܧ)݂ ∈ [ܽ, ܾ] then ߣ ∈  so there exists,(ܧ)݂
ݔ ∈ (ݔ)݂ such that ,ܧ =  .ߣ
Corollary 9.3. Let ݂ be a continuous function, defined from the interval I in ℝ into ℝ. The 
following assertions are equivalent: 
ܽ) ݂ is an homeomorphism from I into f(I). 
ܾ) ݂ is one-to-one. 
c) ݂ is strictly monotone. 
Proof. ܽ) ⟹ ܾ) clear. ܾ) ⟹ ܿ). If, ݂ is not strictly monotone, there exist ܽ, ܾ, ܿ, ݀ ∈  such ,ܫ
that ܽ < ܾ and ݂(ܽ) > ݂(ܾ); ܿ < ݀ and ݂(ܿ) < ݂(݀). The function ݃: [0,1] → ℝ, defined by: 
ݐ∀ ∈ (ݐ)݃ ,[0,1] = ܽݐ)݂ + (1 − (ܿ(ݐ − ܾݐ)݂ + (1 −  is obviously continuous and (݀(ݐ
݃(0) < 0 < ݃(1), by corollary 9.2 there exists ݑ ∈ [0,1] such that ݃(ݑ) = 0 i.e. ݂(ܽݑ +
(1 − (ܿ(ݑ = ܾݑ)݂ + (1 − ܽݑ but ,(݀(ݑ + (1 − ܿ(ݑ < ܾݑ + (1 − -then ݂ is not one-to ,݀(ݐ
one, contradiction. ܿ) ⟹ ܽ). As ݂ is continuous and strictly monotone, then ݂ is one to one. 
It remains to prove that, the inverse function ℎ = ݂⁻¹: (ܫ)݂ →  is continuous or equivalently ,ܫ
݂ is open. Let ܮ be an open interval in ܫ, there exists an open interval ܬ in ℝ such that 
ܮ = ܫ ∩ (ܮ)݂ then ,ܬ = ܫ)݂ ∩ (ܬ ⊂  is an interval. As (ܮ)݂ is connected then (ܮ)݂ since ,(ܫ)݂
݂ is bijective and strictly monotone, ݂(ܮ) is also open, so ℎ is continuous. 
Theorem 9.2. The product topological spaces ܧ = ߙ∀ ,ఈ is connected iffyܧ△∋ఈߎ ∈△
, the space ܧఈ is connected. 
Proof. Since ܧ is connected and ∀ߙ ∈△, the projection ߨఈ: ܧ →  ఈ is continuous, byܧ
proposition 9.14, ߨఈ(ܧ) = ,ݔ ఈ is connected. Conversely, letܧ ݕ ∈  by ݔ differs from ݕ if ,ܧ
only one component ݔఈ, then ݔ, ݕ ∈ ܻ = {ఉݔ}ఉழఈߎ × ఈܧ ×  since by proposition ,{ఉݔ}ఉவఈߎ
 is arbitrary, using ݃) in ݕ ,ఈ and ܻ are homeomorphic, then ܻ is connected. If nowܧ 8.1
proposition 9.1, we shall demonstrate that, any continuous map ݂: ܧ → ܨ = {ܽ, ܾ} is constant, 
i.e. ∀ݔ, ݕ ∈ ,ܧ (ݔ)݂ = (ݔ)݂ If .(ݕ)݂ = ܽ, because {ܽ} is open in the discrete space F and ݂ is 
continuous then ݂⁻¹({ܽ}) is an open in ܧ, containing ܽ, there exists an elementary open set 
ܱ = ఈܱభ ×. . .× ఈܱ೙ × ఈ (only a finite number ఈܱܧఈ∉{ఈభ,...,ఈ೙}ߎ ≠ ఈܧ , ఈܱ ∈ ߬ఈ), such that 
ݔ ∈ ܱ ⊂ ݂⁻¹({ܽ}), so ∀݅ ∈ ܫ = ,ଵߙ} . . . ,  belongs to ௜ܱ then ݔ ௜ofݔ ௡} the componentߙ
ݖ = ௜∈ூ(௜ݔ)) , (௜∉ூ(௜ݕ) ∈ ܱ and ݂(ݖ) = ܽ. The passage from ݖ to ݕ is given, by modifying only 
a finite number of components, whose indices are in ܫ. According to the above step ݂ is 
constant for any modified component, so ݂(ݔ) = (ݕ)݂ =  .i.e. ݂ is constant (ݖ)݂
9.2-Components 
Definition 9.3. Let E be a topological space and ݔ ∈  .ܧ
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ܽ) A component of E, is the maximal connected part in E. 
ܾ) A component of ݔ, is the maximal connected part of E, containing ݔ. It will be noted by 
 .(ݔ)ܥ
Remark 9.2. 
ܽ) A connected part of a space E, not strictly included, in any other connected, part of this 
space, is a component of E. 
ܾ) C(x) is connected (see, proposition 9.13). 
((ݔ)ܥ)݈ܿ is connected then ((ݔ)ܥ)݈ܿ ,is closed. Indeed (ݔ)ܥ (ܿ ⊂ (ݔ)ܥ ⊂  .((ݔ)ܥ)݈ܿ
݀) In the connected space, (ݔ)ܥ =  .ܧ
Example 9.4. 
ܽ) Since in ℚ, the singleton are connected, for ݎ ∈ ℚ, (ݎ)ܥ =  .{ݎ}
ܾ) In the subspace ℝ∗, if ݔ ∈] − ∞, 0[, then (ݔ)ܥ =] − ∞, 0[ and if ݔ ∈]0, +∞[ then (ݔ)ܥ =
]0, +∞[. 
c) The subspace ℚ×ℝ of the space ℝ² has for components, the lines {ݎ} × ℝ, where ݎ ∈ ℚ. 
Proposition 9.15. The components, of a space E, form a separation of E. 
Proof. Let {ܥఈ , ߙ ∈△} be a collection of components of the space E. ݅). Suppose there exist 
different ߙ, ߚ ∈△, such that ܥఈ ∩ ఉܥ ≠ ∅, by the proposition 9.13, ܥఈ ∪  ఉ is a connectedܥ
containing ܥఈ and ܥఉ, which are the maximal connected part in E, contradiction. ݅݅), let ݔ ∈
₀ߙ is connected, there exists {ݔ} since the singleton ,ܧ ∈△ such that ݔ ∈ {ݔ} ⊂  ఈ₀, soܥ
ݔ ∈∪ఈ∈△  .ఈܥ
From proposition 9.15, it follows that (ݔ)ܥ is an equivalence class of ݔ, i.e. the relation ℛ on 
E, defined by: ∀ݔ, ݕ ∈ ݕℛݔ ,ܧ ⇔ ݕ ∈  .is an equivalence relation (ݔ)ܥ
Corollary 9.4. Any part A of a space E, is a union of a family of two by two disjoint 
connected parts. 
Proof. By the proposition 9.15, the components of a subspace A form a separation of A. 
 
9.3-Localy connected space 
Definition 9.4. A topological space, is said to be locally connected, if any element of this 
space, has a fundamental system of connected neighborhoods. 
 
Example 9.5. 
ܽ) In a space E, any element x∈E, is contained in its connected component. Indeed, ∀ݔ ∈  ,ܧ
 is the maximal connected set ,(ݔ)ܥ .i.e ,ݔ is connected, since the connected component of {ݔ}
in ܧ containing ݔ, then ݔ ∈ {ݔ} ⊂  .(ݔ)ܥ
ܾ) The space ℝ is locally connected, since ∀ݔ ∈ ℝ, ∃ߜ > 0; such that the neighborhood 
,ݔ)ܫ  .is connected ,ݔ of (ߜ
c) The discrete space E, is locally connected, since {ݔ} is a connected neighborhoods of ݔ. 
݀) The cofinite space E, is locally connected, since the open sets in ܧ is an infinite part, then 
any neighborhood is connected. 
݁) The subspace ℚ, is locally disconnected, since ∀ߝ > 0; the neighborhoods ℚ ∩ ,ݔ)ܫ  ݔ of (ߝ
in ℚ, are not connected. 
Remark 9.3. 
ܽ) A connected space is not necessary locally connected. In fact, the function ݂: ]0.1] → ℝ², 
defined by: ∀ݔ ∈]0.1], (ݔ)݂ = ൬ݔ, ݊݅ݏ ቀଵ

௫
ቁ൰ is continuous and ]0.1] is connected, by Bolzano 

theorem, ݂(]0,1]) = ܣ = ቄ൬ݔ, ݊݅ݏ ቀଵ
௫
ቁ൰ , 0 < ݔ ≤ 1ቅ is connected in ℝ², therefore the 

subspace ݈ܿ(ܣ) of the space ℝ², is connected. As, ݈ܿ(ܣ) = ܣ ∪ ܤ where ,ܤ = {0} ×] − 1,1[. 
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Since, ∀ݕ ∈] − 1,1[, (0,  is not locally (ܣ)݈ܿ then ,ܤ has not a connected neighborhood in (ݕ
connected. 
ܾ) A locally connected part, in topological space, can not have its closure, locally connected. 
In fact, in the space ℝ, the  subspace ܣ = ቄଵ

௡
, ݊ ∈ ℕ∗ቅ is locally connected, but ݈ܿ(ܣ) = ܣ ∪

{0} is not locally connected, since ∀ߝ > 0, the neighborhood ݈ܿ(ܣ) ∩] − ,ߝ  of 0 in the ]ߝ
subspace ݈ܿ(ܣ) is an infinite part which is disconnected. 

The following theorem gives a characterization, of the locally connected space. 
Theorem 9.2. A space E, is locally connected⟺any connected component of any open in E is 
open. 
Proof. Let C be, the maximal connected part of an arbitrary open ܱ in ܧ, and ݔ ∈ ܥ ⊂ ܱ, 
since ܧ is locally connected, there exists a connected ܰ ∈ ܰ As .(ݔ)ࣨ ⊂ O, then ܰ ⊂  by ,ܥ
ܰ₄ in theorem 2.1 and proposition 2.2, C is an open neighborhood. Inversely, let ݔ ∈  and ܧ
ܰ ∈ ݔ there exists an open O in E, such that ,(ݔ)ࣨ ∈ ܱ ⊂ ܰ, since a connected component 
 therefore E is locally ,ݔ is a connected neighborhood of (ݔ)ܥ is an open in O, then ݔ of (ݔ)ܥ
connected. 
Corollary 9.5. In a locally connected space, the connected component is open. 
Proof. Let C be, the connected component of ܧ and ݔ ∈  as E is locally connected, there ,ܥ
exists a connected ܰ ∈ ܰ therefore ,(ݔ)ࣨ ⊂  then by ܰ₄ in theorem 2.1 and proposition ,ܥ
2.2, C is an open neighborhood of ݔ. 
Corollary 9.6. The collection of the components of any nonempty open in the space ℝ, is 
finite or countable. 
Proof. Let ܱ ∈ ߬௨, since the space ℝ is locally connected, by theorem 9.1; theorem 9.2 and 
corollary 9.4, the components of O, are two by two disjoint open intervals of ℝ. Since 
݈ܿ(ℚ) = ℝ, their intersection with ℚ is not empty. Let I be one of these intervals, and 
ݔ ∈ ܫ ∩ ℚ, it is clear that ܫ =  in O, as I contains at last one element of ℚ, then the (ݔ)ܥ
collection of the components of O, are finite or infinite countable. 
 
9.3 Path and arc connectedness 

Path and arc connectedness, related to the existence of certain continuous applications, 
from the unit interval, into a part of a space. 
Definition 9.5. Let E be a topological space and the nonvoide part ܣ ⊆  .ܧ
ܽ) Continuous application, from [0,1] into A is said to be path. 
ܾ) The one-to-one path is called arc. 
ܿ) A is said to be path connected if, for every pair of points ߙ and ߚ in ܣ, there exists a path ݂ 
such that ݂(0) = and ݂(1) ߙ =  is called the origin (respectively the (ߚ respectively) ߙ .ߚ
end) of the path. 
݀) A is said to be locally path (respectively locally arc) connected if, every ݔ ∈  has a ܣ
fundamental system of path connected (respectively arc connected) neighborhoods. 
݁) A is said to be arc connected if, for every pair of points ߙ and ߚ in A, there exists an arc ݂ 
such that ݂(0) = and ݂(1) ߙ =  .ߚ
݂) The maximal subsets with respect to path (respectively arc) connectedness are called path 
(respectively arc ) components. 
݃) We say that a path crosses a part ܤ of a space ܧ if, there exists ݔ in [0,1] such that 
(ݔ)݂ ∈  ܤ
Remark 9.4. Since in the space ℝ, the interval [ܽ, ܾ] is homeomorphic to [0,1], it is 
equivalent to define a path on [ܽ, ܾ]. 
Corollary 9.7. Let B be a part of the space E. If, a path crosses both B and ܤ஼, then it crosses 
 .(ܤ)ܾ݀
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Proof. Since, there exist ݔ, ݕ ∈ [0,1], such that ݂(ݔ) ∈ ,ܤ (ݕ)݂ ∈ ,ݔ] ,஼ܤ [ݕ ⊂ [0,1], ݂([0,1]) 
is connected and ݂([ݔ, ([ݕ ⊂ ݂([0,1]), by proposition 9.12 ݂([0,1]) ∩ (ܤ)ܾ݀ ≠ ∅, then there 
exists ݖ ∈ [0,1], such that ݂(ݖ) ∈  .(ܤ)ܾ݀
Example 9.6 
ܽ)  The space ℝ, is arc connected, since for every ܽ, ܾ ∈ ܴ, the continuous function ݂ from 
[0,1] into ℝ, defined by ∀ݔ ∈ [0,1], (ݔ)݂ = (ܾ − ݔ(ܽ + ܽ, satisfies ݂(0) = ܽ and ݂(1) = ܾ. 
ܾ) The subspaces ℚ, and ℚ஼, in the space ℝ are not arc connected. 
Corollary 9.8. Every arc connected space E is connected. 
Proof. Suppose that E is disconnected, then there exist two disjoint open O and U in E, such 
that ܧ = ܱ ∪ ܷ. Let ߙ ∈ ܱ and ߚ ∈ ܷ, since ܧ is arc connected, there exists an arc ݂ such that 
݂(0) = and ݂(1) ߙ = Let ݂([0,1]) .ߚ = ܨ witch is connected, as the nonvoide open ܨ ∩ ܱ 
and ܨ ∩ ܷ form a partition of ܨ, then F is disconnected, contradiction. 
Remark 9.10. The converse in corollary 9.8, is not true, returning to remark 9.3.ܽ) for ߙ ∈  ܣ
and ߚ ∈  .there is no arc connected ܤ
Similar results of connected spaces are obviously valid for arcs connected, let us quote: 
Corollary 9.10. 
ܽ) The image by a continuous map, of an arc connected space is arc connected. 
ܾ) A collection of arc connected parts, of a space, is stable for union, if the intersection of its 
elements is not empty. 
ܿ) The product space ܧ = ⟺ఈ is connectedܧ△∋ఈߎ ߙ∀ ∈△, the space ܧఈ is connected 
It is also easy to verify that: 
Corollary 9.10. Both connected and locally arc connected space are arc connected. 
 

10-compacteness, separation and continuity 
 

10.1 Compact space and separation 
The closed and bounded interval [ܽ, ܾ] in the space ℝ satisfies the Borel-Lebesgue 

property, i.e. every open cover of [ܽ, ܾ] has a finite subcover. Therefore, several important 
results in the space ℝ are closely related to this type of interval as: Weierstrass-Bolzano 
theorem, Hein theorem, Weierstrass theorem, Rolle theorem,...etc. In this chapter, we will 
introduce a special and important topological spaces called compact spaces, whose closed and 
bounded intervals in the space ℝ are a particular case. 
Definition 10.1. The space ܧ is called: 
ܽ) Compact, if it satisfies the Borel-Lebesgue property, i.e. every open cover of E has a finite 
subcover. 
ܾ) Countably compact, if every countably open cover of E has a finite subcover. 
ܿ) Sequentially compact, if every sequence has a convergence subsequence. 
݀) Lindelôf, if every open cover of E, has a countably subcover. 
Definition 10.2. A nonvoide subset A, in a space E, is compact if, the subspace A is compact. 
Proposition 10.1. A nonvoide subspace A, in a space E is compact⟺every collection of open 
of E, which cover A, has a subcover. 
Proof. Let { ఈܱ , ߙ ∈△} be a collection of opens in E, such that ܣ =∪ఈ∈△ ఈܱ, since {ܣ ∩

ఈܱ , ߙ ∈△} is the collection of open sets in A satisfying ܣ =∪ఈ∈△ ܣ) ∩ ఈܱ) and A is compact, 
there exists a finite open subcover {ܣ ∩ ఈܱ೔ , 1 ≤ ݅ ≤ ݊}. So, ܣ =∪௜ୀଵ

௡ ൫ܣ ∩ ఈܱ೔൯ = ܣ ∩
൫∪௜ୀଵ

௡
ఈܱ೔൯, hence ܣ =∪௜ୀଵ

௡
ఈܱ೔. Conversely, let {ܷఈ , ߙ ∈△} be a collection of opens in A, 

such that ܣ =∪ఈ∈△ ܷఈ, there exists a collection { ఈܱ , ߙ ∈△} of opens in E, such that ܣ =
∪ఈ∈△ ܣ) ∩ ఈܱ) = ܣ ∩ (∪ఈ∈△ ఈܱ), where ܷఈ = ܣ ∩ ఈܱ , ߙ∀ ∈△, then ܣ =∪ఈ∈△ ఈܱ. By 
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hypothesis, there exists a finite open collection { ఈܱ೔ , 1 ≤ ݅ ≤ ݊} such that ܣ =∪௜ୀଵ
௡

ఈܱ೔, witch 
implies that ܣ = ܣ ∩ (∪௜ୀଵ

௡
ఈܱ೔) =∪௜ୀଵ

௡ ܣ) ∩ ఈܱ೔), then A is compact. 
Example 10.1. 
ܽ) 2D-space, is Lindelôf (cf, proposition 5.4). 
ܾ) The finite space is compact. 
ܿ) The subset ܣ = ቄଵ

௡
, ݊ ∈ ℕ∗ቅ in the space ℝ is not compact, since their subsequences 

converges to 0 ∉ ܣ But .ܣ ∪ {0} is compact, because in the hausdorff space if the 
sequence{ݔ௡} converges to ݔ ∈ ܣ the subset ,ܧ = {௡ݔ} ∪  is compact, in fact if, the {ݔ}
collection { ఈܱ , ߙ ∈△} of open in E, is a cover of A, there is some ߙ ∈△, such that ݔ ∈ ఈܱ, 
then there existes ݊₀ ∈ ℕ, such that for every ݊ ∈ ℕ, ݊ > ݊₀, ௡ݔ ∈ ఈܱ so ܣ ⊂ ൫∪௜ୀଵ

௡₀ିଵ
ఈܱ೔൯ ∪

ఈܱ by proposition 10.1, A is compact. 
݀) A discrete space is compact (respectively Lindelôf)⟺it is a finite (respectively countable) 
space, indeed if E is finite, then ܧ =∪ఈ∈△  is ܧ where the indices set △ is finite and if ,{ఈݔ}
countable, then ܧ =∪ఈ∈ℕ  .{ఈݔ}
݁) The space ℝ is Lindelôf, but it is not compact. In fact, ℝ =∪௡∈ℕ∗] − ݊, ݊[, but there is not 
a subcovert of these open cover. 
݂) The discrete ℝ, is not compact. In fact, there is no subcovert of the open cover {{ݔ}; ݔ  ∈
ℝ}. 
݃) Let E be a non countable set ܽ ∈ ܨ and ܧ = {ܽ}஼, the family ߬௔ = ,(ܨ)࣪}  is a topology {ܧ
on E and (ܧ, ߬௔) is Lindelôf.  
Lemma 10.1. Let E be a topological space, the following assertions are equivalents: 
C₁-E is compact. 
C₂-Every family of a closed subsets, whose intersection in empty, has a finite subfamily, 
whose intersection is empty ( the finite intersection property). 
Proof. C₁⟹C₂. Let {ܨఈ , ߙ ∈△} be a family of a closed subset, such that ∩ఈ∈△ ఈܨ = ∅, then 
(∩ఈ∈△ ఈ)஼ܨ =∪ఈ∈△ ఈܨ

஼ =  since E is compact there exists a finite open subcovert ,ܧ
൛ܨఈ೔

஼ , 1 ≤ ݅ ≤ ݊ൟ of the open cover {ܨఈ , ߙ ∈△}, therefore ∪௜ୀଵ
௡ ఈ೔ܨ

஼ = so ൫∪௜ୀଵ ,ܧ
௡ ఈ೔ܨ

஼൯
஼

=
∩௜ୀଵ

௡ ఈ೔ܨ = ∅. C₂⟹C₁. Let { ఈܱ , ߙ ∈△} be an open cover of E, then (∪ఈ∈△ ఈܱ)஼ =
∩ఈ∈△ ఈܱ

஼ =∩ఈ∈△ ఈܨ = ∅ where ܨఈ = ఈܱ
஼ witch is closed, by C₂ there exists a finite closed 

subsets {ܨఈ೔ , 1 ≤ ݅ ≤ ݊} such that ∩௜ୀଵ
௡ ఈ೔ܨ = ∅, so ൫∩௜ୀଵ

௡ ఈ೔൯ܨ
஼ =∪௜ୀଵ

௡ ఈ೔ܨ
஼ =∪௜ୀଵ

௡
ఈܱ೔ =  ,ܧ

then E is compact. 
Corollary 10.1. In the compact space, any nonempty closed collection, totally ordered by 
inclusion, has a nonempty intersection. In particular any intersection of nonvoide decreasing 
sequence of closed sets has a nonempty intersection. 
Proof. If the collection has an empty intersection, as the space is compact, it has a finite 
subcollection whose empty intersection, contradiction with the finite subcollection has an 
nonempty minimum which is its intersection. 

We will give, in the form of a lemma, an equivalent of the Weierstrass-Bolzano theorem. 
Lemma 10.2. Any infinite part of a compact space has at last an accumulation point. 
Equivalently, any part of a compact space without accumulation points is finite. 
Proof. Suppose that there exists an infinite part A of space E, which has no accumulation 
point, then for every ݔ ∈  ܣ and only one element of ݔ there exists an open ௫ܱ containing ,ܧ
(this element is ݔ ∈ } Since, the family .(ܣ ௫ܱ, ݔ ∈  ,is an open cover of E, which is compact {ܧ
it has a finite subcover { ௫ܱ೔ , 1 ≤ ݅ ≤ ݊}, then ܣ ⊂∪௜ୀଵ

௡
௫ܱ೔ and A has at most ݊ elements, so it 

is finite, contradiction. 
As the accumulation point is an adherent element, by the proposition 7.5 and the lemma 

10.2, we have: 
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Corollary 10.2. Any sequence in the compact 1D-space has a convergence subsequence. 
Proof. Let ܣ =  is a countable part it is an infinite part ܣ be a sequence in the space E, as {௡ݔ}
in the compact space, so by lemma 10.2, ܣ has an accumulation point ݔ ∈  Because E is .(ܣ)݈ܿ
1D-space, by proposition 7.5, there is sequence {ݔ௠} ⊂  i.e. there is a ݔ which converges to ,ܣ
convergence subsequence ൛ݔఝ(௡)ൟ of the sequence {ݔ௡}  
Corollary 10.3. In the compact space, if a sequence has only one limit point, it converges 
towards this limit point. 
Proof. By proposition 7.8, the set of the limit points, of the sequence {ݔ௡}, in the arbitrary 
space E, is the closed ܣ =∩௡ஹ଴ ௡ܣ where ,(௡ܣ)݈ܿ = ;௞ݔ}  ݇ ≥ ݊}, for all ݊ ∈ ℕ. Let ܽ be the 
unique limit point of A and ܰ ∈ ࣨ(ܽ) an open neighborhood, because {݈ܿ(ܣ௡) ∩ ܰ஼ , ݊ ∈ ℕ} 
is a decreasing sequence of closed sets whose empty intersection, if not there exists ݔ ∈
(௡ܣ)݈ܿ ∩ ܰ஼, ∀݊ ∈ ℕ, then ݔ ∈ ݔ and ܣ ≠ ܽ, contradiction. Therefore, there exists ݊₀ ∈ ℕ 
such that ݈ܿ൫ܣ௡₀൯ ∩ ܰ஼ = ∅, so ݈ܿ൫ܣ௡₀൯ ⊂ ܰ as, for every ݊ ≥ ݊₀, (௡ܣ)݈ܿ ⊂  which ,((௡బܣ)݈ܿ
implies that, for every ݊ ≥ ݊₀, (௡ܣ)݈ܿ ⊂ ܰ, hence ݔ௡ ∈ ܰ, it follows that ݔ௡ ⟶ ܽ. 
Note that, in every space, neither direction of the equivalence holds, betwin the compact space 
and the sequentially compact space. 
Theorem 10.1. The Lindelôf sequentially compact space is compact. 
Proof. Suppose that, the space E is not compact, there is some collection { ఈܱ , ߙ ∈△} of open 
cover of E, which has no finite subcover, as E is lindelôf, there is some countable open 
subcover { ௡ܱ, ݊ ∈ ℕ} of E. The sequence {ݔ௡} defined by: for every ݊ ∈ ℕ∗, ௡ݔ ∉∪௜ୀଵ

௡
௜ܱ, has 

by assumption a subsequence {ݔఝ(௡)} which converges towards ܽ ∈ } as ,ܧ ௡ܱ, ݊ ∈ ℕ} covers 
E, there is some ݌ ∈ ℕ such that ܽ ∈ ௣ܱ, because ݔఝ(௡) ∉∪௜ୀଵ

ఝ(௡)
௜ܱ then, for every ߮(݊) ≥

,݌ ఝ(௡)ݔ ∉ ௣ܱ, contradiction with the definition of ܽ. Then E is compact. 
Remark 10.1. As by proposition 5.4, 2D-space is Lindelôf, then the theorem 10.1 is valid, in 
2D-space i.e. If, the 2D-space E is sequentially compact, then E is compact. 
With the same arguments used in lemma 10.1, we have: 
Corollary 10.4. Let E be a topological space, the following assertions are equivalents: 
CC₁-E is countably compact. 
CC₂-Every family of a countably closed subsets, whose intersection is. empty, has a finite 
subfamily, whose intersection is empty (finite countably intersection axiom). 
It is obvious that, any compact space is countably compact, but the reverse is not always true. 
A condition ensuring that, countable compactness implies compactness is given by: 
Lemma 10.3. Any countably compact 2D-space, is compact. 
Proof. By the proposition 5.4, any open cover { ఈܱ , ߙ ∈△}, of the 2D-space E, has a countable 
subcover { ఈܱ೙ , n ∈ ℕ}, since E is countably compact there exists a finite ܫ ⊂ ℕ, such that 
ܧ =∪௡∈ூ ఈܱ೙, then E is compact. 
Lemma 10.4. A compact Hausdorff space E, is normal. 
Proof. It suffices to demonstrate that E is a T₃-space. By using proposition 5.9, ܿ) it remains 
to demonstrate that, if x∈E and O is an open containing ݔ, O contains a closed neighborhood 
of ݔ. Let ݔ ∈ ܰ suppose that every ,ݔ and O an open containing ܧ ∈ ௙ࣨ(ݔ) (the set of a 
closed neighborhoods of ݔ), ܰ ⊂ ܱ஼ =  and consider a finite family of a closed ܨ
neighborhoods of ݔ, denoted ℳ௙(ݔ), as ∩ே∈ℳ೑(௫) (ܰ ∩ (ܨ = ቀ∩ே∈ℳ೑(௫) ܰቁ ∩ ܨ = ܯ ∩ ܨ ≠

∅ where ∩ே∈ℳ೑(௫) ܰ = ܯ ∈ ℳ௙(ݔ) and E is compact by C₂ in lemma 10.1, ቀ∩ே∈ࣨ೑(௫) ܰቁ ∩
ܨ ≠ ∅, since by proposition 5.8, ∩ே∈ࣨ೑(௫) ܰ = {x}, then {ݔ} ∩ ܨ ≠ ∅ i.e. ݔ ∈  ܨ
contradiction. 
Compactness is weakly hereditary: 
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Proposition 10.2. Any closed part in a compact space is compact. 
Proof. Let A be a subspace of the space E, and let {ܩఈ , ߙ ∈△} be a collection of closed set in 
A such that ∩ఈ∈△ ఈܩ = ∅, as there exists a collection {ܨఈ , ߙ ∈△} of closed sets in E, such that 
∩ఈ∈△ △∋ఈ=∩ఈܩ ܣ) ∩ ܣ=ఈܩ ఈ)=∅, whereܨ ∩ ߙ∀ ,ఈܨ ∈△, as A is closed in E, by proposition 
6.2, the collection {ܣ ∩ ఈܨ , ߙ∀ ∈△} is closed in a compact E, therefore there exists a finite 
subcollection {ܣ ∩ ఈ೔ܨ , 1 ≤ ݅ ≤ ݊} with ∩௜ୀଵ

௡ ൫ܣ ∩ ఈ೔൯ܨ = ܣ ∩ ൫∩௜ୀଵ
௡ ఈ೔൯ܨ = ∅ or ∩௜ୀଵ

௡ ఈ೔ܩ =
∅, so the subspace A is compact. 
Proposition 10.3. In Hausdorff space, every compact subspace is closed. 
Proof. Let A be a subspace of the space E. We will show that ܣ஼ is open. Let ݔ ∈  ܧ ஼, sinceܣ
is Hausdorff for every ݕ ∈ there exist two disjoint open ௫ܱ ,ܣ ∋ and ௬ܱ ݔ ∋ ܣ as ,ݕ =
∪௬∈஺ ௬ܱ and A is compact by proposition 10.1, there exists a finite collection { ௬ܱ೔ , 1 ≤ ݅ ≤ ݊} 
such that ܣ =∪௜ୀଵ

௡
௬ܱ೔. As ܱ =∩௜ୀଵ

௡
௫ܱ೔, is an open containing ݔ, and 

O⊂∩௜ୀଵ
௡

௬ܱ೔
஼=൫∪௜ୀଵ

௡
௬ܱ೔൯

஼ =  by proposition ,ݔ ஼ is a neighborhood of the arbitraryܣ ஼, thenܣ
 .஼ is open and A is closedܣ ,2.2
Note that, there exists a space, which is not Hausdorff, but every compact subsets in the space 
is closed. 
Example 10.2. It is shown in example 5.4 ܾ) that, the cocountable space E is not Hausdorff, 
but any compact subspace in this space is closed. Note that the infinite subsets of ܧ are not 
compact, indeed, if A is an infinite subspace of E, then ܣ = ܤ ∪ {ܽ₁, ܽ₂, . . . }, where 
{ܽ₁, ܽ₂, . . . } is a countably infinite subspace of A and ܤ its complement in A. Let for avery 
݊ ∈ ℕ∗, ௡ܱ = {ܽ௡ାଵ, ܽ௡ାଶ, . . . }஼, then the collection { ௡ܱ, ݊ ∈ ℕ∗} of open sets in E, is a cover 
of A witch has not a subcover, therefore A is not compact. But, the finite or countable subsets 
of E are compact and closed. Therefore every compact sets in the cocountable space is closed. 
Corollary 10.5. If, every compact subspace in a space E is closed, E is T₁. 
Proof. Let ݔ an element of a space E, as {ݔ} is compact, by the assumption it is closed, using 
proposition 5.6, E is T₁. 
The following example shows that the converse of the corollary 10.5 is false. 
Example 10.3. It is shown in example 5.4 ܽ) that the cofinite spaceE is T₁. But there exists a 
compact subset of E, which is not closed. Let A be a nonempty subset of E, ࣯ any open cover 
of A it is clear that any ܷ ∈ ࣯ is infinite and ܷ஼ is finite, hence it contains at most a finite 
number of points, say ݊ of A. The number of open sets from ࣯ needed to cover these ݊ points 
does not exceed ݊, hence the maximum number of sets from ࣯ needed to cover A is ݊ + 1. 
Therefore A is compact subset of E with finite complements are not closed.  
Lemma 10.5. 
ܽ) Compactness of subspaces in any space is stable by the finite union. 
ܾ) Compactness of subspaces in Hausdorff space is stable by intersection 
Proof. ܽ) Let ܫ be the finite set of indices, {ܣ௜ , ݅ ∈  ,be a finite family of compact subspaces {ܫ
ܣ =∪௜∈ூ } ௜ and letܣ ఈܱ , ߙ ∈△} be a collection of open subsets in the space E, witch cover A, 
since ∀݅ ∈ ௜ܣ ,ܫ =∪ఈ∈△ ఈܱ, and ܣ௜ is compact, by proposition 10.1, there exists a finite subset 
௞,௜ߙ} , 1 ≤ ݇ ≤ ݊} of △, such that ∀݅ ∈ ௜=∪୩ୀଵܣ ,ܫ

௡
ఈܱೖ,೔, so ܣ =∪௜∈ூ ൫∪୩ୀଵ

௡
ఈܱೖ,೔൯ witch is a 

finite open subcover, then A is compact. ܾ) Let {ܣఈ , ߙ ∈△}  be a family of compact 
subspaces, ܣ =∩ఈ∈△ ߙ∀ ఈ, asܣ ܣ ,△∋ ⊂  is ܣ ,ఈ is closedܣ ,ఈ and by proposition 10.3ܣ
obviously closed, proposition 10.2 implies that A is compact. 

Being given, the importance of closed and bounded intervals, in real analysis, we will 
present here, one of the demonstrations of their compactness using the Borel-Lebesgue 
property. 
Theorem 10.2. (Borel-Lebesgue). The bounded and closed interval in the space ℝ is compact. 



Elements of Mathematical Analysis 2021 
 

Prof. K.Messaoudi, Faculté de MI, Dépt de Maths, Univ-Benboulaid-Batna- Page 51 
 

Proof. Let ܽ, ܾ are two elements or ℝ and let { ఈܱ , ߙ ∈△}  be a family of opens in ℝ, which 
cover ܣ = [ܽ, ܾ], we will prove according to the proposition 10.1 that there exist a subcover 
of A. For that, consider the subset H of A defined by: ݔ ∈ ܪ ⟺there is a finite ܫ ⊂△, such 
that [ܽ, [ݔ =∪௜∈ூ ௜ܱ. As [a,a]={a} then ܽ ∈  We will prove that, H is clopen in the connexe .ܪ
subspace ܣ = [ܽ, ܾ], then by proposition 9.1 ݀), ܣ =  Let us show that H is an open in the .ܪ
subspace A. Let ݔ ∈ ܫ by construction there exists a finite ,ܪ ⊂△, such that [ܽ, [ݔ =∪௜∈ூ ௜ܱ, 
there is some ݅ ∈ ݔ such that ,ܫ ∈ ௜ܱ, so ݔ ∈ ܣ ∩ ௜ܱ which implies that, ܪ ⊂ ܣ ∩ ௜ܱ. If now 
ݕ ∈ ܣ ∩ ௜ܱ, ݕ ∈ ݕ and ܣ ∈ [ܽ, ,ܽ] because [a,x] is an interval, then ,[ݔ [ݕ ⊂ [ܽ,  it follows ,[ݔ
that ݕ ∈ (ܪ)݈ܿ .hence H is open in A. It remains to prove that ,ܪ ⊂ ݖ Let .ܪ ∈  as ,(ܪ)݈ܿ
(ܪ)݈ܿ ⊂ (ܣ)݈ܿ = ߚ then, there is some ,ܣ ∈△ such that ݖ ∈ ܣ ∩ ఉܱ, it follows that (ܣ ∩

ఉܱ) ∩ ܪ = ܣ ∩ ( ఉܱ ∩ (ܪ ≠ ∅, thus ఉܱ ∩ ܪ ≠ ∅. Let ݏ ∈ ఉܱ ∩ ݏ as ,ܪ ∈  there is a finite ,ܪ
ܫ ⊂△, such that [ܽ, [ݏ =∪௜∈ூ ௜ܱ. It is obvious that, if ݖ ≤ ,ݏ ݖ ∈ ݏ when ,ܪ < ,ݖ [ܽ, [ݖ =
[ܽ, [ݏ ∪ ,ݏ] ,ݏ ,As . [ݖ ݖ ∈ ఉܱ then [ݏ, [ݖ ⊂ ఉܱ Then [ܽ, [ݖ = (∪௜∈ூ ௜ܱ) ∪ ఉܱ, which is a finite 
subcover, it follows that ݖ ∈ ܣ so ,ܪ =  therefore, there exists a subcover of A which ,ܪ
implies that A is compact. 
Corollary 10.6. The part A in the space ℝ is compact⟺it is bounded and closed. 
Proof. As A is bounded, then A is contained in some interval [ܽ, ܾ] witch is compact, because 
A is closed, by proposition 10.2, A is compact. For the inverse, as A is compact in a Hausdorff 
space ℝ, by proposition 10.3 A is closed, also A is bounded, in fact, for every x∈A, there is 
some ݊ ∈ ℕ∗, such that ݔ ∈] − ݊, ݊[, so ܣ ⊂∪௡∈ℕ∗] − ݊, ݊[, as A is compact, there is a finite 
set ܰ ⊂ ℕ∗, such that ܣ ⊂∪௡∈ே] − ݊, ,(݊−)௡∈ேݔܽ݉[=]݊  .௡∈ே(݊)[, then A is boundedݔܽ݉
 
10.2 Compact space and continuity 

A property is said to be a topological property (or topological invariant ) if whenever one 
space possesses a given property, any homeomorphic to it also possesses the same property. 
Similarly, property preserved by continuous (respectively open or closed) functions are called 
continuous (respectively open or closed) property or continuous (respectively open or closed) 
invariant. Compactness are continuous property. 
Proposition 10.4. let E, F are two topological space and let ݂:E⟶F be a continuous map: If, 
A is a compact subspace in E, then ݂(ܣ) is a compact subspace in F. 
Proof. Let {ܷఈ , ߙ ∈△} be a collection of opens in F, which covers ݂(ܣ), by continuity of ݂ 
the elements of the collection {݂⁻¹(ܷఈ), ߙ ∈△} are open in E as ݂(ܣ) =∪ఈ∈△ ܷఈ, and 
ܣ ⊂ ((ܣ)݂)¹⁻݂ = ݂⁻¹(∪ఈ∈△ ܷఈ) =∪ఈ∈△ ݂⁻¹(ܷఈ), then { ݂⁻¹(ܷఈ), α∈△} covers A, which is 
compact, there exists a finite set ܫ ⊂△, such that ܣ ⊂∪ఈ∈ூ ݂⁻¹(ܷఈ), then ݂(ܣ) ⊂
݂(∪ఈ∈ூ ݂⁻¹(ܷఈ)) ⊂∪ఈ∈ூ ݂(݂⁻¹(ܷఈ)) ⊂∪ఈ∈ூ ܷఈ, by proposition 10.1 ݂(ܣ) is compact. 
As a direct consequence of the proposition 10.4, we have: 
Corollary 10.7. If, a map ݂ from a compact space E into a space F is continuous. Then, ݂(ܧ) 
is a compact subspace in F. 
Proof. It suffices to take ܣ =  .in the proposition 10.4 ,ܧ
Corollary 10.8. If, a map ݂ from a compact space E, into a Hausdorff space F is continuous, 
then ݂ is closed. Moreover, if ݂ is one to one, then f is an homeomorphism. 
Proof. It suffices to demonstrate that ݂ is closed. If, C is closed in the compact space E, by 
proposition 10.2, C is compact, as ݂ is continuous from C into F, by proposition 10.4, ݂(ܥ) is 
compact in a Hausdorff space F, by proposition 10.3, ݂(ܥ) is closed. As, the inverse map ݂⁻¹ 
from F into E is continuous, f is then an homeomorphism. 
Theorem 10.3 (Heine theorem). A continuous function, from a compact space E into the 
space ℝ, is bounded and reaches these bounds. 
Proof. By corollary 10.7, ݂(ܧ) is compact, the corollary 10.6 implies that ݂(ܧ) is closed and 
bounded in ℝ. Let ܯ = ߝ∀ then ,(ܧ)݂݌ݑݏ > 0, there is some ݔఌ ∈ ܯ such that ܧ − ߝ <
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(ఌݔ)݂ ≤ ܯ < ܯ + ߝ∀ so ,ߝ > 0, ,ܯ)ܫ (ߝ ∩ (ܧ)݂ ≠ ∅, therefore ܯ ∈ ((ܧ)݂)݈ܿ =  then ,(ܧ)݂
there exits ₁ݔ ∈ ܯ such that ,ܧ = ݉ By the same, if .(₁ݔ)݂ = ߝ∀ ,(ܧ)݂݂݊݅ > 0, there is some 
ఌݔ ∈ ݉ such that ܧ − ߝ < ݉ ≤ (ఌݔ)݂ < ݉ + ߝ∀ so ,ߝ > 0, ,݉)ܫ (ߝ ∩ (ܧ)݂ ≠ ∅, therefore 
݉ ∈ ((ܧ)݂)݈ܿ = ₂ݔ then there is ,(ܧ)݂ ∈ ݉ such that ,ܧ =  .(₂ݔ)݂
Remark 10.2. In the case when, the space is not compact, the continuous function can be 
bounded but not reaches these bounds or not bounded. For example, the function ݂: ℝ ⟶ ℝା

∗ ; 
ݔ ⟼ ݁௫ is continuous but not bounded above. While the function ݂: ℝ ⟶ ℝ; ݔ  ⟼ ௫

ଵା|௫|
 is 

continuous and bounded, but not reaches these bounds. 
Subsequently, we will give, the proof of the Tyckonoff theorem, concerning the 

compactness of any product of compact spaces. For that, we need to recall the famous Zorn’s 
lemma, which is used to prove Alexander subbase theorem bellow. Let (ܧ, ≤) be a partially 
ordered set i.e. a binary relation ≤ is: reflexive, antisymmetric, transitive, and E may contain 
elements ݔ, ݔ such that neither ݕ ≤ ݕ nor ݕ ≤  holds, such pair of elements is said to be ݔ
incomparable. One example is ܧ = {{1}, {2}, {1,2}}, with set inclusion ⊂ as a partial ordering. 
It is clear that {1} and {2} are not comparable. A pair ݔ, ݕ ∈ ݔ are comparable if ܧ ≤  or ݕ
ݕ ≤  or both. A partially ordered set E is said to be totally ordering, where every pair of its ݔ
elements is comparable. An upper bound (if it exists) of a subset A of a partially ordered set 
E is an element ݑ ∈ ݔ such that ܧ ≤ ݔ for all ݑ ∈  Note that, the upper bound need not be .ܣ
an element of A, but it must be an element of E. A maximal element (if it exists) of a 
partially ordered set E is an element ܯ ∈ ܯ such that, if ,ܧ ≤ ݔ for some ݔ ∈ ݔ then ,ܧ =  ,ܯ
in other words, there is no ݔ ∈ ܯ such that ܧ ≤ ݔ but ݔ ≠  If a maximal element exists for .ܯ
a totally ordered set, then it must be unique. Consider the set A={∅,{1},{2},{3},{1,2}}, with 
set inclusion ⊂ as a partial ordering. The maximal elements are {1,2} and {3} and if, we view 
ܧ as a subset of the set ܣ = {1,2,3}, then the upper bound of A is the element {1,2,3}. The 
partially ordered set E is called inductive if, any totally ordered part of E, has an upper 
bound. We are now ready to formulate Zorn's lemma. 
Zorn's lemma. Every nonempty inductive, partially ordered set, has at last one maximal 
element. 
Lemma 10.6. (Alexander subbase theorem). Let (ܧ, ߬) be a topological space and ࣭ a 
subbases of τ. If every open cover of E by the elements of ࣭, has a subcover, then E is 
compact. 
Proof. Suppose that, E is not compact. Then, there is some open cover of E, with no finite 
subcover. Let ℱ be, the collection of all open covers of E, with no finite subcover, provided 
with a partially ordered set inclusion. Let ࣛ = {࣯ఈ , ߙ ∈△} be the collection of subsets of ℱ 
witch is  totally ordered, then: its upper bound,  ࣯ =∪ఈ∈△ ࣯ఈ has no finite open subcover. 
Indeed, if ࣯ contains a finite open subcover, { ௜ܷ , 1 ≤ ݅ ≤ ݊}, then for each ݅, there exists 
௜ߙ ∈△, such that ௜ܷ ∈ ࣯ఈ೔, as ࣛ is totally ordering, there is some ₀ߙ ∈△, such that { ௜ܷ , 1 ≤
݅ ≤ ݊} ⊂ ࣯ఈ₀, therefore this finite subcover cannot cover E . It follows that, ࣛ is nonempty 
inductive, partially ordered subset of ℱ, by Zorn's lemma, there exists ℳ ∈ ℱ such that for 
every ߙ ∈△, ࣯ఈ ⊂ ℳ. As, the set ࣱ = ℳ ∩ ࣭ is an open cover of E. If not, there is some 
ݔ ∈ ܱ that is not in any element of ࣱ, as ℳ covers E, there exists ,ܧ ∈ ℳ, containing ݔ. As 
࣭ is a subbasis of τ, there are a finite open ܵ₁, . . . , ܵ௞ ∈ ࣭ such that ݔ ∈∩௝ୀଵ

௞
௝ܵ ⊂ ܱ. Because, 

for every ݆ ∈ {1, … , ݇}, ௝ܵ ∉ ℳ, in not, ݔ would be an element of some member of ࣱ. By 
maximality of ℳ, for each ݆, the open cover ℳ∪൛ ௝ܵൟ of E, contains a finite subcover 
ℳ௝ ∪ ൛ ௝ܵൟ where ℳ௝is a finite union of sets in ℳ, then, for each ݆ ܧ = ℳ௝ ∪ ൛ ௝ܵൟ , so 
ܧ ⊂∩௝ୀଵ

௞ ൫ℳ௝ ∪ ௝ܵ൯ = ൫∩௝ୀଵ
௞

௝ܵ൯ ∪ ൫∩௝ୀଵ
௞ ℳ௝൯ ⊂ ܱ ∪ ൫∪௝ୀଵ

௞ ℳ௝൯, witch is impossible by 
construction of ℳ. Because, ࣱ is an open cover of E containing in ࣭, by assumption it has a 
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finite sucover, this is a contradiction, with the fact that, ࣱ is contained in ℳ. Therefore, the 
collection ℱ must be empty, so that E is compact. 
Theorem 10.4 (Tychonoff theorem). The product space, ܧ = ⟺ఈ is compactܧ△∋ఈߎ ߙ∀ ∈△ 
the space ܧఈ is compact. 
Proof. As ∀α∈△, the coordinate projection ߨ஑: ܧ ⟶  ,ఈ is continuous, then if E is compactܧ
by proposition 10.4, ߨ஑(ܧ) = ߙ∀ ,ఈ is compact. Conversely, we will prove that ifܧ ∈△,  ఈ isܧ
compact, then ܧ =  ఈ is compact, by using Alexander subbase theorem and theܧ△∋ఈߎ
following lemma: 
Lemma 10.7. Let {(ܧఈ,τ஑), α∈△} be a collection of a compact topological spaces and let 
ܧ = ࣯ ఈ be a product space. Then, any open coverܧ△∋ఈߎ = ఈߨ}

ିଵ(ܱ), ܱ ∈ τ஑} of E, has a 
finite subcover. 
Proof. Let, for every ߙ ∈△, ࣯ఈ = {ܱ ∈ τ஑, ఈߨ

ିଵ(ܱ) ∈ ࣯}. We claim that, there is some ߙ଴∈△, 
such that ࣯ఈబ covers ܧఈబ. If not, for every ߙ ∈△, there exists ݔఈ∈ܧఈ, witch is not containing 
in any ܱ ∈ ࣯ఈ, so ݔఈ ∈ ܱ஼, therefore for every ܱ ∈ ࣯ఈ, ߨఈ

ିଵ({ݔఈ}) ⊂ ఈߨ
ିଵ(ܱ஼) =

ఈߨ)
ିଵ(ܱ))஼, then ߨఈ

ିଵ({ݔఈ}) is not containing in any ߨఈ
ିଵ(ܱ) ∈ ࣯, witch is by assumption a 

cover of E, contradiction. Choose ߙ such that ࣯ఈ is a cover of ܧఈ, by compactness, there are a 
finite subcover ܱ₁, . . . , ௡ܱ,, as ܧ = ఈߨ

ିଵ(ܧఈ) = ఈߨ
ିଵ(∪௜ୀଵ

௡
௜ܱ) =∪௜ୀଵ

௡ ఈߨ
ିଵ( ௜ܱ), then 

ఈߨ}
ିଵ(ܱ₁), . . . , ఈߨ

ିଵ( ௡ܱ)} is a finite subcover of E. 
To finish the proof of the theorem, take as a subbase in the product topology E, the collection 
࣭ = ఈߨ}

ିଵ(ܱ), ܱ ∈ τ஑}, where ߙ ∈△. Any collection of ࣭ which covers E, by lemma 10.7 has 
a finite subcover, thus by Alexander subbase theorem, E is compact. 
Corollary 10.9. The part A in the space ℝⁿ is compact⟺it is bounded and closed. 
Proof. As A is compact in the Hausdorff ℝⁿ, by proposition 10.3, A is closed and it is also 
bounded, if not ∀݊ ∈ ℕ∗, there is some ݔ௡ ∈ ‖௡ݔ‖ ,such that ܣ > ݊, so {ݔ௡} has no 
convergent subsequences, as by corollary 10.2, A is sequentielly compact, contradiction. 
Conversely, as A is bounded, then ܣ ⊂ ௜ୀଵߎ

௡ [ܽ௜ , ܾ௜], where ∀1 ≤ ݅ ≤ ݊, the constants 
ܽ௜ , ܾ௜ ∈ ℝ. Borel-Lebesgue and Tychonoff theorems say that ߎ௜ୀଵ

௡ [ܽ௜ , ܾ௜] is compact, because 
 .is closed, by proposition 10.2, A is compact ܣ
Example 10.4.  
ܽ) The ellipse ܧ = ቄ(ݔ, (ݕ ∈ ℝଶ, ௫²

௔²
+ ௬²

௕²
− 1 = 0ቅ where, the constants ܽ, ܾ ∈ ℝ∗, is a 

compact in ℝ². Because, the function ݂: ℝଶ ⟶ ℝ, (ݔ, (ݕ ⟼ ,ݔ)݂ (ݕ = ௫²
௔²

+ ௬²
௕²

− 1 is 

continuous, then ܣ = ݂⁻¹({0}) is closed. Moreover ∀(ݔ, (ݕ ∈ ,ܣ ௫²
௔²

≤ 1 and ௬²
௕²

≤ 1, then 
,ݔ) (ݕ ∈ [−ܽ, ܽ] × [−ܾ, ܾ], so ܣ ⊂ [−ܽ, ܽ] × [−ܾ, ܾ]. A is closed and bounded in ℝ², by 
corollary 10.9, it is compact. 
ܾ) Let ℝ be a space, the sphere ܵ୬ିଵ = ݔ} = ,₁ݔ) . . . , ௜ݔ , . . . , (௡ݔ ∈ ℝⁿ, ∑ ௜ݔ

ଶ௡
௜ୀଵ − 1 = 0} is 

compact in ℝⁿ. Because, the function ݂: ℝⁿ ⟶ ℝ, ݔ ⟼ (ݔ)݂ = ∑ ௜ݔ
ଶ௡

௜ୀଵ − 1 is continuous, 
then ܵ୬ିଵ = ݂⁻¹({0}) is closed. Moreover, ∀1 ≤ ݅ ≤ ௜ݔ ,݊

ଶ ≤ 1, then ܵ୬ିଵ ⊂ ௜ୀଵߎ
௡ [−1,1] 

witch is compact, thus ܵ୬ିଵ is compact. 
ܿ) As the circle ܵ₁ is compact, then the torus (ܵ₁)௣, ݌ ∈ ℕ∗ is compact. 
Definition10.3. Let {(ܧఒ, ߬ఒ), ߣ ∈∧} be a family of spaces, such that for all ߣ ,ఒܧ) ,∧∋ ߬ఒ) is 
homeomorphic to [0,1] usual. Then the product space ߎఒ∈∧ܧఒ is denoted ܫ∧ and it is called a 
cub. 
As a consequence of the Tychonoff’s theorem, and because the subspace [0,1] is compact and 
Hausdroff. We have: 
Corollary 10.10. For any set ∧, the cube ܫ∧ is compact and Hausdroff. 
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10.3 Locally compact space 
Starting from the fact that, in non compact space ℝ, the closure of an open interval is 

compact, we will define a new topological space: 
Definition 10.3. The part of topological space is called relatively compact, if its closure is 
compact. 
It is easy to see that: 
ܽ) Any interval in the space ℝ is relatively compact (since its closure is closed and bounded) 
ܾ) Any compact is relatively compact (ܧ =  .((ܧ)݈ܿ
ܿ) Any part of the relatively compact part is relatively compact (see, proposition 10.2). 
d) Any part of a compact space is relatively compact (see, proposition 10.2). 
݁) The finite union of relatively compact parts is relatively compact (݈ܿ(ܣ ∪ (ܤ = (ܣ)݈ܿ ∪
 .(witch is compact (ܤ)݈ܿ
݂) The intersection of relatively compact parts is relatively compact (݈ܿ(∩ఈ∈△ (ఈܣ ⊂
∩ఈ∈△  (witch is compact (ఈܣ)݈ܿ
Definition 10.4. The space E, is said to be locally compact, if every element of E, has a 
compact neighborhood. 
It is clear that, in a space E, if an element has a basis of compact neighborhoods, then it has a 
compact neighborhood, therefore E is locally compact. For the reverse, we have: 
Proposition 10.5. In locally compact, Hausdorff space E, any element has a basis of compact 
neighborhoods. Therefore E is regular. 
Proof. By assumption, every ݔ ∈ ܷ has a compact ܧ ∈  as E is Hausdorff, by ,(ݔ)ࣨ
proposition 10.3, U is closed. If now, we take an open ܱ ∈ ܷ then ,(ݔ)ࣨ ∩ ܱ is an open 
neighborhood of ݔ in U. Because, from proposition 6.5, ܿ) and lemma 10.4, U is a normal 
space, by proposition 5.9, ܾ) ܷ ∩ ܱ contains a closed neighborhood W of ݔ in the subspace U, 
so W is compact. As, there is some closed C in E, such that ܹ = ܷ ∩  then by proposition ,ܥ
6.2, W is a closed neighborhood of ݔ in E, containing in O. Therefore W is both closed and 
compact neighborhood of ݔ in E, so by proposition 5.9, ܾ) E is regular. 
Example 10.5. 
ܽ) A compact space E, is locally compact. In fact, E is an open neighborhood of each its 
elements, as it is compact then, it is locally compact. 
ܾ) The discret space is locally compact. In fact, any element is open and compact. 
ܿ) The space ℝ is locally compact, since ∀ݔ ∈ ℝ, there is ݊ ∈ ℕ∗ such that ݔ ∈ [−݊, ݊] witch 
is a compact neighborhood. 
݀) In the space ℝ, ∀ܽ, ܾ ∈ ℝ, ]ܽ, ܾ[ is locally compact. It suffieces to see that for every 
ݔ ∈]ܽ, ܾ[, the interval [ݔ − ,ߜ ݔ + ߜ where ,[ߜ = ଵ

ଶ
ݔ|)݊݅݉ − ܽ|, ݔ| − ܾ|), is a compact 

neighborhood of ݔ. 
݁) In the space ℝ, ℚ is not compact nor relatively compact nor locally compact. In deed, 
݈ܿ(ℚ) = ℝ, then ℚ is not closed, so it is not compact nor relatively compact. If ℚ is locally 
compact, and V is a compact neighborhood of 0 in ℚ, then V contains the closed 
neighborhood of 0 of the form ܣ = ℚ ∩ [−ܽ, ܽ], where ܽ ∈ ℝା

∗ , A is then compact. Clearly, 
for any ݔ ∈ ℚ஼ ∩ [−ܽ, ܽ], the decreasing sequence of closed sets ቄܣ௡ = ܣ ∩ ቂݔ − ଵ

௡
, ݔ +

1݊, ݊∈ℕ∗ in A, has an empty intersection, which contradicts the corollary 10.1. So ℚ is not 
locally compact. 

Proposition 10.6. The finite locally compact subspaces is stable by intersection. 
Proof. Let ݔ ∈ ܣ =∩௜ୀଵ

௡ ௜. Because, ∀ 1ܣ ≤ ݅ ≤ ݊,  ௜, thereܣ belongs to the locally compact ݔ
is some compact ௜ܰ ∈ ௜ࣨ(ݔ), where ∀ 1 ≤ ݅ ≤ ݊, ௜ࣨ(ݔ) is the set of neighborhoods  in ܣ௜. So 
ܰ =∩௜ୀଵ

௡
௜ܰ is a compact neighborhood of ݔ then A is locally compact. 
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Remark 10.3. The union of two locally compact subspaces is not necessarily locally compact. 
In fact, ܣ = ,ݔ)} (ݕ ∈ ℝ², ݔ > 0} and ܤ = {(0,0)} are locally compact subspaces in ℝ², but 
ܣ ∪  is not locally compact subspace, because (0,0) has no compact neighborhood in the ܤ
subspace ܣ ∪  .ܤ
Proposition 10.7. The closed (respectively open) subspace of the locally compact, Hausdorff 
space is locally compact. In particular the open in the compact, Hausdroff space is locally 
compact. 
Proof. Let ݔ be an element of the closed subspace C of the locally compact space E, there is a 
compact neighborhood N of ݔ in E, as by proposition 10.3, N is closed, then ܥ ∩ ܰ is a closed 
neighborhood of ݔ in C containing in the compact N, by proposition 10.2, ܥ ∩ ܰ is compact. 
Let now ܱ an open subspace in E, as O is a neighborhood of any its element ݔ, by proposition 
10.5, there is some compact neighborhood of ݔ, containinig in O, then O is locally compact. If 
O is an open in the compact Hausdorff space E, which is locally compact then O is locally 
compact. 
As a direct consequence of the proposition 10.6, and proposition 10.7, we have: 
Corollary 10.11. The finite intersection of closed (respectively open) subspaces, of the 
locally compact, Hausdorff space is locally compact. 
Proposition 10.8. The finite product of locally compact space is locally compact. 
Proof. Let ܧ = ௜ୀଵߎ

௡ ݔ ௜.andܧ ௜ be a finite product of the spacesܧ = (x₁, . . . , x୧, . . . , x୬) ∈  ,As ܧ
∀ 1 ≤ ݅ ≤ ݊, x୧ ∈  ௜ which is locally compact, there exists a compact neighborhood of x୧, sayܧ

௜ܰ, then ܰ = ௜ୀଵߎ
௡

௜ܰ is a compact neighborhood of ݔ in E. 
Example 10.6. The spaces ℝⁿ and ܵ₁ × ℝ are locally compact. 

At the end of this section, let us give some useful results on the Lindelôf space, which will 
be used in the following chapter. 
Lemma 10.7. The open cover of the closed set in a Lindelôf space has a countable subcover. 
Proof. Let F be a closed set in a Lindelôf space E and let { ఈܱ; ߙ  ∈ ∆} be an open cover of F. 
As ܨ஼ is an open, and the collection { ఈܱ; ߙ  ∈ ∆} ∪  ஼ is a cover of E, there is a countableܨ
subcover { ௡ܱ;  ݊ ∈ ℕ} of E. Then, the collection { ௡ܱ;  ݊ ∈ ℕ} ∖  since if ,ܨ ஼ is a cover ofܨ
ݔ ∈ ݔ thus ,ܨ ∈ ∖ ܧ ஼ܨ , therfore ݔ ∈ (∪ ௡∈ℕ ௡ܱ)  ∖ ஼ܨ . 
The following lemma will transform a regular lindelôf space into a normal space.  
Lemma 10.8. (Normality Lemma). Let A and B be subsets of a space E and let { ௡ܱ;  ݊ ∈
ℕ∗ and ܱ݊′; ݊∈ℕ∗ be two sequences of open sets such that 
ܣ (ܽ ⊆∪ ௡∈ℕ∗ ௡ܱ; 
ܤ (ܾ ⊆∪ ௡∈ℕ∗ ௡ܱ

ᇱ ; 
ܿ) For every ݊ ∈ ℕ∗, cl( ௡ܱ) ∩ ܤ = ∅ and cl( ௡ܱ

ᇱ ) ∩ ܣ = ∅. 
Then, there are two disjoint open sets ܷ and ܸ such that ܣ ⊂ ܷ and ܤ ⊂ ܸ. 
Proof. Define the two set sequences {ܣ௡;  ݊ ∈ ℕ∗} and {ܤ௡;  ݊ ∈ ℕ∗} as follows: ܣଵ = ଵܱ, 
௡ܣ = ௡ܱ ∩ ൫∪௜ழ௡ cl( ௜ܱ

ᇱ)൯஼
 and ܤ௡ = ௡ܱ

ᇱ ∩ ൫∪௜ஸ௡ cl( ௜ܱ)൯஼
 then for every ݊ ∈ ℕ∗, ܣ௡  and 

ܷ ௡ are open. Soܤ =∪௡∈ℕ∗ ܸ ௡ andܣ =∪௡∈ℕ∗ ,௡ are openܤ ܣ ⊂ ܷ, ܤ ⊂ ܸ, and ܷ ∩ ܸ =
∅, indeed: if ݔ ∈ by ܽ) there exists ݊଴ ܣ ∈ ℕ∗, such that ݔ ∈ ௡ܱబ, because for every ݊ ∈ ℕ∗, 

cl( ௡ܱ
ᇱ ) ∩ ܣ = ∅ then ݔ ∉ cl൫ ௡ܱబ

ᇱ ൯, so ݔ ∉∪௜ழ௡బ cl( ௜ܱ
ᇱ), thus ݔ ∈ ቀ∪௜ழ௡బ cl( ௜ܱ

ᇱ)ቁ
஼

, therefore 
ݔ ∈ ௡బܣ ⊂ ܷ. By the same argument ܤ ⊂ ܸ. Let now ݔ ∈ ܷ, we will show that ݔ ∉ ܸ. 
Because ݔ ∈ ܷ, there is ݆ ∈ ℕ∗ such that ݔ ∈ ݔ ௝, thenܣ ∉∪௜ழ௝ cl( ௜ܱ

ᇱ) hence ݔ ∉ ௜ܱ
ᇱ for all 

݅ < ݆, so ݔ ∉ ݅ ௜ for allܤ < ݆. Let for ݆ ≤ ௠=ܱ௠ܤ ,݉
ᇱ ∩ ቀ∪௝ஸ௠ cl൫ ௝ܱ൯ቁ

஼
. We know that 

ݔ ∈ ௝ܣ , as ݆ ≤ ݔ ,݉ ∈∪௝ஸ௠ cl൫ ௝ܱ൯, so ݔ ∉ ቀ∪௝ஸ௠ cl൫ ௝ܱ൯ቁ
஼

, therefore ݔ ∉  ௠.  Conclusion forܤ
all ݊ ∈ ℕ∗,  ݔ ∉ ݔ ௡, thenܤ ∉ ܸ. 
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Theorem 10.5. Every regular, Lindelôf space is normal. 
Proof. Let A and B be two disjoint closed set a space E. As, E. is regular, for every ݔ ∈  ܣ
there exists two disjoint open sets ܷ containing ݔ and ܸ containing ܤ such that ܷ ∩ ܸ = ∅, by  
proposition 5.9 c), ܷ contains a closed neighborhood F of ݔ, so there is an open ௫ܱ containing 
ݔ such that ݔ ∈ ௫ܱ ⊂ ܨ ⊂ ܷ, thus ݔ ∈ ݈ܿ( ௫ܱ) ⊂ ܷ, therefore ݈ܿ( ௫ܱ) ∩B=∅. Because the 
family { ௫ܱ, ݔ ∈  covers the closed set A and the space E is Lindelôf, by lemma 10.7, there {ܣ
is a countable subcover { ௡ܱ, ݊ ∈ ℕ} of A such that for every ݊ ∈ ℕ, ݈ܿ( ௡ܱ) ∩B=∅. By the 
same argument there is a countable subcover { ௡ܱ

ᇱ , ݊ ∈ ℕ} of B such that for every ݊ ∈ ℕ, 
݈ܿ( ௡ܱ

ᇱ ) ∩A=∅. The conditions of the normality lemma 10.8 are therefore satisfied, so there are 
two disjoint open sets containing respectively A and B, so E is normal. 

Since 2D-space is Lindelôf, it is straightforward that. 
Corollary 10.12. The regular 2D-space is normal. 
 

11-Nets and filters 
 

11.1 Nets. 
We have seen in the previous chapters that: In a 1D-space an adherent point of a part of 

space is a limit of the sequence containing in this part. In a Hausdorff space, the limit of a 
sequence when it exists is unique. In a 1D-space, a limit of a function in the neighborhood of 
a point is the limit of the image of any sequence, which converges to this point. To obtain in 
some natural way, the above results as well as others. We will introduce the concept of the 
generalized sequence or the net, which is defined to general the sequence and to overcome the 
short coming of the sequence. The net allows us to find results obtained by the sequences 
without additional conditions on the space. Let E be any set and let (ܦ, ≥) be a directed set 
i.e. ܦ is partially ordered and every two elements of ܦ have an upper bound.  
Definition 11.1. Let the map ݂: ݀ ∈ ܦ ↦ ݂(݀) = ௗݔ ∈ ௗݔ} be. The subset ܧ , ݀ ∈  of E is {ܦ
called a net and it is denoted (ݔௗ)ௗ∈஽. 
Definition 11.2. Let ܧ be a space and ݔ ∈  ܧ

݅) The net (ݔௗ)ௗ∈஽ is said to be converges to ݔ and we write ݔௗ ⟶ ܰ if for every ,ݔ ∈
there is ݀଴ ,(ݔ)ࣨ ∈ ݀ such that for every ܦ ∈ ݀ satisfaying ,ܦ ≥ ݀଴, we have ݔௗ ∈ ܰ 

ii) ݔ is said to be an adherent value (or a limit point) of the net {ݔ௡} ⊂ ܰ∀ if ,ܧ ∈  ,(ݔ)ࣨ
and ∀݀ ∈ ݇ there is ,ܦ ∈ ,ܦ ݇ ≥ ݀ such that ݔ௞ ∈ ܰ.  
Note that if ݔ is an adherent value for (ݔௗ)ௗ∈஽. Then ∀݀ ∈ ௞ݔ}=ௗܣ the set ,ܦ ∈ ,ܧ ݇ ≥ ݀} 
satisfies, for every ݁, ݀ ∈ (௘ܣ)݈ܿ ,ܦ ∩ (ௗܣ)݈ܿ ≠ ∅. Indeed, there is ݈ ≥ ݁ and ݈ ≥ ݀, so 
௟ܣ ⊂ ௘ܣ ∩ ௗܣ ⊂ (௘ܣ)݈ܿ ∩ ܫ Therefore for any finite part  .(ௗܣ)݈ܿ ⊂ (ௗܣ)݈ܿ ௗ∈ூ∩ ,ܦ ≠ ∅  

Before giving in a general space, a characterization of the closure by nets. Note that if 
ݔ ௗ∈஽ is a net in the subset A of the space E which converges to(ௗݔ) ∈ ݔ then ܧ ∈  .(ܣ)݈ܿ
Indeed if, ܰ ∈ there is ݀଴ (ݔ)ࣨ ∈ ݀ such that for every ,ܦ ∈ ݀ satisfaying ,ܦ ≥ ݀଴, we have 
ௗݔ ∈ ܰ, then ݔௗ ∈ ܰ ∩ ݔ so ,ܣ ∈   .The converse is given without E being 1D-space .(ܣ)݈ܿ
Proposition 11 1. For every ݔ ∈  .ݔ which converges to ܣ there is a net in ,(ܣ)݈ܿ
Proof. If ݔ ∈ ܰ for every ,(ܣ)݈ܿ ∈ ܰ ,(ݔ)ࣨ ∩ ܣ ≠ ,(ݔ)ࣨ)  ,∅ ⊇ )  being directed, thus there 
is a net (ݔே)ே∈ࣨ(௫) in ܰ ∩ ܸ then for every , ܣ ∈ ܸ satisfying ,(ݔ)ࣨ ⊇ ܰ, we have ݔே ∈ ܸ, it 
follows that ݔே ⟶  .ݔ
Let E and F are two spaces and let ݔ  be an element of E. We have the following equivalence 
without E being 1D-space. 
Proposition 11 2. The map ݂: ܧ ⟶ ݔ is continuous in ܨ ⟺fore every net (ݔௗ)ௗ∈஽ in ܧ 
converging to ݔ, the net (݂(ݔௗ))ௗ∈஽ converges to ݂(ݔ) in ܨ. 
Proof. Let ܸ ∈ ݔ because, ݂ is continuous in ,((ݔ)݂)ࣨ ∈ ܰ there is ,ܧ ∈  such that (ݔ)ࣨ
݂(ܰ) ⊂ ܸ. As the net (ݔௗ)ௗ∈஽ converges to ݔ,  there is ݀଴ ∈ ݀ such that for every ܦ ∈  ,ܦ
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satisfaying ݀ ≥ ݀଴, we have ݔௗ ∈ ܰ,  so ݂(ݔௗ)  ∈ ܸ, it follows that ݂(ݔௗ) ⟶
 Conversely, if ݂ is not continuous, there is an open ܷ in F such that ݂ିଵ(ܷ) is not open .(ݔ)݂ 
in ܧ. Then, (݂ିଵ(ܷ) )஼   is not closed in E, so there is ݔ in ݈ܿ((݂ିଵ(ܷ) )஼) which is not in 
(݂ିଵ(ܷ) )஼ . By proposition 11.1, there is a net (ݔௗ)ௗ∈஽ in (݂ିଵ(ܷ) )஼ witch converges to ݔ. 
As, ݔ ∈ ݂ିଵ(ܷ), thus ݂(ݔ) ∈ ܷ, because for every ݀ ∈ ௗݔ ,ܦ ∈ (݂ିଵ(ܷ) )஼, then ݔௗ is not in 
݂ିଵ(ܷ), so ݂(ݔௗ) is not in ܷ. Therefore, the net (݂(ݔௗ))ௗ∈஽ not converges to ݂(ݔ), 
contradiction. 
Recall that (see example 7.1), a convergence sequence can have a unique limit without the 
Hausdorff property. This is not the case for the nets, if every net have a unique limit, then the 
space is Hausdorff: 
Proposition 11 3. A space E is Hausdorff⟺every net has a unique limit. 
Proof. Let (ݔௗ)ௗ∈஽ be a convergence net in the Hausdorf space E. If the net has two distinct 
limits ݔ and ݕ in ܧ, there are  two disjoint open set ௫ܱ ∋ and ௬ܱ ݔ ∋  so there are ݀ଵ and ,ݕ
݀ଶ in ܦ  such that for every ݀ ∈ ݀ satisfying ܦ ≥ ݀ଵ and ݀ ≥ ݀ଶ we have ݔௗ ∈ ௫ܱ ∩ ௬ܱ, 
contradiction. Conversely, suppose that E is not Hausdorff i.e. there are two different points 
,ܰ) in E such that every ݕ and ݔ ܸ) ∈ ܰ satisfies  (ݕ)ࣨ(ݔ)ࣨ ∩ ܸ ≠ ∅. Let 
൫ݖ(ே,௏)൯(ே,௏)∈ࣨ(௫)×ࣨ(௬) 

 be a net in ܰ ∩ ܸ, then for every ܷ ∈ ,ܰ) with (ݔ)ࣨ ܸ) ≥ (ܷ,   (ܧ
i.e. ܷ ⊇ ܰ and ܧ ⊇ ܸ, we have ݖ(ே,௏) ∈ ܷ it follows that ൫ݖ(ே,௏)൯(ே,௏)∈ࣨ(௫)×ࣨ(௬) 

 converges 

to ݔ. By the same, we have ൫ݖ(ே,௏)൯(ே,௏)∈ࣨ(௫)×ࣨ(௬) 
 converges to ݕ as the limit is unique, 

contradiction. 
Definition 11.3. A subnet of the net (ݔௗ)ௗ∈஽ is a net ൫ݔఝ(௞)൯

௞∈௄
, where (ܭ, ≥) is a directed 

subset of ܦ and the map ߮: ݇ ∈ ܭ ⟼ ߮(݇) ∈  :is such that ܦ
݅) If ݇ ≥ ݈, then ߮(݇) ≥ ߮(݈) (߮ is order preserving). 
ii) For every ݀ ∈ ݇ there is ,ܦ ∈ (݇)߮ such that ܭ ≥  .(ܦ is coϐinal in (ܭ)߮) ݀

Before giving, a characterization of compact spaces by the net. Note that, it is obvious to 
check, that, the finite intersection property⟺all directed and decreasing family of closed sets 
has a nonempty intersection. 
Theorem 11.1. A space is compact⟺every net has a convergence subnet. 
Proof. Let (ݔௗ)ௗ∈஽ be a net in E . As, the family ({݈ܿ(ܣௗ), ݀ ∈ ,{ܦ ⊇), where for every 
݀ ∈ ௗܣ ,ܦ = ௞ݔ} , ݇ ≥ ݀}, is directed and decreasing, and E is a compact space, then 
∩ௗ∈஽ (ௗܣ)݈ܿ ≠ ∅. Let ݔ ∈∩ௗ∈஽ ݈ܿ(ܣௗ)  then, for every ݀ ∈ ܰ  and for every ܦ ∈  ,(ݔ)ࣨ
ܰ ∩ ௗܣ ≠ ∅, so, there is ݇ ≥ ݀ such that ݔ௞ ∈ ܰ. Consider the set ࣞ = {(݀, ܰ) ∈ ܦ ×
ௗݔ such that (ݔ)ࣨ ∈ ܰ}, then (ࣞ, ≽) where, for every (݀, ܰ), (݁, ܸ) ∈ ࣞ; {(݀, ܰ) ≽
(݁, ܸ)} ⟺ {݀ ≥ ݁ and ܰ ⊇ ܸ} is a directed set. It is clear that the binary relation ≽ is 
partially ordered and for every (݀, ܰ), (݁, ܸ) ∈ ࣞ; there is an upper bound ݌ of ݀ and ݁ in ܦ. 
As ܰ ∩ ܸ ∈ ܰ) then ,(ݔ)ࣨ ∩ ܸ) ∩ ௣ܣ ≠ ∅, there is, ݈ ≥ ௟ݔ such that ݌ ∈ ܰ ∩ ܸ. Thus 
(݈, ܰ ∩ ܸ) is an upper bound of (݀, ܰ) and (݁, ܸ) in ࣞ. In the other hand, the projection 
݂: (݀, ܰ) ∈ ࣞ ⟼ ݂(݀, ܰ) = ݀ ∈  is obviously an order preserving and it is surjective, then ܦ
݂(ࣞ) is cofinal in ܦ, thus ൫ݔ௙(ௗ,ே)൯(ௗ,ே)∈ࣞ

 is a subnet of the net (ݔௗ)ௗ∈஽. If now, ܰ ∈  ,(ݔ)ࣨ
then, for every ݀ ∈ ܰ ,ܦ ∩ ௗܣ ≠ ∅, so there is ݇ ≥ ݀, such that ݔ௞ ∈ ܰ, then (݇, ܰ) ∈ ࣞ. By 
definition of ࣞ, for every (݁, ܸ) ∈ ࣞ , satisfaying (݁, ܸ) ≽ (݇, ܰ), we have ݔ௘ = ௙(௘,௏)ݔ ∈ ܰ, 
so ݔ௙(ௗ,ே) ⟶  is not compact, then there is a family ℱ of closed sets in E ܧ Conversely, if .ݔ
such that,  every finite sets of ℱ has a nonempty intersection, but the intersection of all its 
elements is empty. Let  ु  be the collection of all finite subfamily of ℱ. It is clear that (ु, ⊇) 
is a directed set. We can choose a net (ݔℬ)ℬ∈ु where ݔℬ ∈ ⋂ ி∈ℬܨ . If, there is a subnet 
൫ݔ௙(௘)൯

௘∈ࣞ
 of (ݔℬ)ℬ∈ु witch convergence to ݔ in ܧ. By assumption, there is ܨ ∈ ℱ such that 
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ݔ ∉ (ܨ)݈ܿ = ܰ so there is ,ܨ ∈ ܰ ,(ݔ)ࣨ ∩ ܨ = ∅, then, ݔℬ ∉ ܰ for all ℬ ⊇  As ݂(ࣞ) is ,{ܨ}
cofinal in ܦ, there is ݁′ ∈ ࣞ such that ݂(݁′) ⊇ ′′݁ Also, it exists .{ܨ} ∈ ࣞ, such that, ݔ௙(௘) ∈
ܰ, . for all e ≽  ݁′′. Let ݈ an upper bound of ݁′ and ݁′′, then we must have ݔ௙(௟) ∈ ܰ. As 
݂(݈) ⊇ ݂(݁′) ⊇ ௙(௟)ݔ also ,{ܨ} ∉ ܰ, contradiction. So the net does not have a convergence 
subnet.  
Don't believe that a subnet is a subsequence; if not as in the compact space any sequence has a 
convergence subsequence ( see Lemma 10.2) then by the theorem 11.1, the compact space is 
sequentially compact which is false. 
Definition 11.4. A net in E is universal or an ultranet, if for every ܣ ⊂  the net is either ,ܧ
eventually in A or eventually in ܣ஼ . 
Proposition 11.4. Every net has a universal subnet. 
 
11.2-Filtres 

Along with the net, we introduce filters, general notions of limits and we show that most of 
the results obtained using nets can equally well be proven using filters. Let E be a set, ࣪(ܧ) 
the family of all parts of E and ℱ, the nonempty subfamily of ࣪(ܧ). 
Definition 11.5. ℱ is said to be a filter if: 

∅-ଵܨ ∉  ℱ. 
,ܣ ,ଶ-Ifܨ ܤ ∈ ℱ then ܣ ∩ ܤ ∈ ℱ. 
ܣ ଷ- If forܨ ∈ ℱ, there is ܤ ⊃ ܤ then ,ܣ ∈ ℱ. 

It is obvious that ܧ ∈ ℱ and if ܣ, ܤ ∈ ℱ, then ܣ ∪ ܤ ∈ ℱ. 
Definition 11.6. The nonempty subfamily ℬ of the filter ℱ is said to be a basis of ℱ. If, for 
every ܣ ∈ ℱ, there is B∈ ℬ such that ܤ ⊂  .ܣ
It is clear that, if ℬ is a basis of the filter ℱ. Then 

∅-ଵܤ ∉  ℬ. 
,ܣ ଶ-For everyܤ ܤ ∈  ℬ, there is ܥ ∈  ℬ such that ܥ ⊂ ܣ ∩  .ܤ

Conversely, any part ℬ ⊂  ଶ generates a unique filter ℱ on E suchܤ ଵ andܤ satisfying (ܧ)࣪
that, for every ܣ ∈ ℱ, there is B∈ ℬ with ܤ ⊂  .ܣ
Example 11.1. 

ܽ) Let ݔ ∈  .ܧ is a filter in (ݔ)Then ℱ .ݔ containing ܧ the family of all parts of.(ݔ)and ℱ ܧ
Such a filter is said to be a trivial filter. In the case where ܧ is a space, ࣨ(ݔ) is a filter on E. 

ܾ) ℬ = ,௡ܤ} ݊ ∈ ℕ}, where ܤ௡ = ݌} ∈ ℕ, ݌ ≥ ݊}, for every ݊ ∈ ℕ, is a basis of the filter, 
called a basis of Fréchet filter on ℕ. 

ܿ) If, ܣ is nonvoide part of the set E, , then ℬ = {ܺ ∈ ,(ܧ)࣪ ܺ ⊇  .is a basis of the filter {ܣ 
݀) ℬ = ,ݔ]} +∞[, ݔ ∈ ℝ} is a basis of the filter on ℝ, called a basis of the filter of the 

neighborhood of +∞. 
݁) If, ܣ is a part of the space ܧ and ݔ ∈ then ℬ ,(ܣ)݈ܿ = {ܰ ∩ ,ܣ ܰ ∈  is a basis of {(ݔ)ࣨ

a filter, called a basis of the adherent filter to ࡭ on ࢞. 
The family (ृ, ⊇) of all filters on the set E is a directed set. A filter ࣯ ∈ ृ is said to be an 
ultrafilter if, it is maximal i.e a filter on E which contains either A or ܣ஼ , for all ܣ ∈  For .ܧ
example, a trivial filter is an ultrafilter. The importance of ultrafilters lies above all, in the 
following proposition. 
Proposition 11.5. Every filter has an ultrafilter. 
Proof. It remains to demonstrate that (ृ, ⊇) is inductive. If, {ℱఈ , ߙ ∈ ∆} is a totally ordering 
collection of ृ, then the filter ∪ఈ∈∆ ℱఈ is an upper bound of ृ, then (ृ, ⊇) is inductive. So, 
by Zorne’s lemma it has an maximal element ࣯ ∈ ृ. 
Proposition 11.6. Let E and F are two sets and a map ݂: ܧ ⟶  If, ℬ is a basis of the filter .ܨ
on E, then ݂(ℬ) is the basis of the filter on ܨ, called the image filter basis. 
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Proof. ∅ ∉ ݂(ℬ), if not there exists ܣ ∈ ℬ,  ܣ ≠ ∅, such that ݂(ܣ)=∅, as ܣ ⊂ ݂ିଵ൫݂(ܣ)൯ =
݂ିଵ(∅) = ∅,  contradiction. Also ݂(ℬ) ≠ ∅, since for every ܣ ∈ ℬ, ݂(ܣ) ∈ ݂(ℬ). If now, 
ܷ, ܹ ∈ ݂(ℬ),  there are ܣ, ܤ ∈ ℬ such that ݂(ܣ) = ܷ and ݂(ܤ)=W, therefore there is ܥ ∈ ℬ, 
such that ܥ ⊂ ܣ ∩ (ܥ)݂ then ,ܤ ⊂ ܣ)݂ ∩ (ܤ ⊂ (ܣ)݂ ∩ ܷ =(ܤ)݂ ∩ ܹ. By ܤଵ and ܤଶ, ݂(ℬ) is 
a basis of a filter on F.  
Definition 11.7. We say that a point ݔ of the space E is a limit of the filter ℱ on E, or ℱ 
converges to ݔ and we write, ݈݅݉ℱ = ܰ if ℱ contains any ,ݔ ∈   (ݔ)ࣨ
Definition 11.8. We say that a point ݔ of the space E is a limit of the basis ℬ of the filter ℱ on 
E, or ℬ converges to ݔ and we write ݈݅݉ℬ = ܰ if, for any  ݔ ∈ ܤ there is ,(ݔ)ࣨ ∈ ℬ,  such 
that ܤ ⊂ ܰ. 
It is obvious that if the filter ℱ is generated by a basis ℬ then: ݈݅݉ℱ = ⟺ ݔ  ݈݅݉ℬ =  .ݔ
Proposition 11.7. The space E is Hausdorff ⟺ the limit of the basis of the filter on E, when it 
exists is unique. 
Proof.  Suppose that the basis ℬ has two different limits ݔ and ݕ. As, the space E, is 
Hausdorff, there are ܰ ∈ ′ܰ and (ݔ)ࣨ ∈ ܰ whose (ݕ)ࣨ ∩ ܰᇱ = ∅. Because ݈݅݉ℬ =  and ݔ
݈݅݉ℬ = ∋there are A,B ,ݕ ℬ such that A⊂ ܰ and B⊂ ܰ′, therefore ܣ ∩ ܤ = ∅ ∈ ℬ, 
contradiction. Conversely, if ݔ, ݕ ∈ ݔ ,ܧ ≠ ܰ and all ݕ ∈ ′ܰ and (ݔ)ࣨ ∈  satisfy (ݕ)ࣨ
ܰ ∩ ܰᇱ ≠ ∅. Then, the basis ℬ = {ܰ ∩ ܰᇱ, ܰ ∈ ′ܰ and (ݔ)ࣨ ∈  is such that for all { (ݕ)ࣨ
ܰ ∈ and all ܰᇱ (ݔ)ࣨ ∈ ,(ݕ)ࣨ ܤ = ܰ ∩ ܰᇱ ∈ ℬ, ܤ ⊂ ܰ and ܤ ⊂ ܰᇱ, then ℬ converges to 
 .contradiction ,ݕ and ݔ
Lemma 11.1. The family of the closed sets has the property of the empty intersection⟺the 
directed decreasing family of the closed set has a nonempty intersection. 
Proof. Let (∆, ≥) be a directed set and let (ܦ, ⊇), where ܦ = ఈܨ} , ߙ ∈ ∆} be a decreasing 
family of the closed sets in the space E, then (ܦ, ⊇)  is directed. Suppose that ∩ఈ∈∆ ఈܨ = ∅, 
by assumption there is a finite ܫ ⊂ ∆, such that ∩ఈ∈ூ ఈܨ = ∅. Then there is ݅ ∈ ௜ܨ with ,ܫ = ∅. 
As, for every j∈ ݆ ,ܫ ≥ ௜ܨ ,݅ ⊇ ௝ܨ ⊇ ௜ܨ ∩ ௜ܨ ௝, thenܨ ∩ ௝ܨ = ∅ and, as (∆, ≥) is directed, there 
is ݇ ∈ ݇ such that ܫ ≥ ݅ and ݇ ≥ ݆, thus ܨ௜ ⊇ ௞ܨ ≠ ∅ and ܨ௝ ⊇ ௜ܨ ௞, thereforeܨ ∩ ௝ܨ ≠ ∅, the 
contradiction. Reciprocally, let ܦ = ఈܨ} , ߙ ∈ ∆} be a family of the closed sets in the space E. 
Suppose that for any finite ܫ ⊂ ∆, ∩ఈ∈ூ ఈܨ ≠ ∅. Let ܮ = ൛ܩఉ , ߚ ∈ ∇ൟ be, where (∇, ≥) is 
directed and for all ߚ ∈ ఉܩ ,∇ =∩ఈ∈ூ ,ܮ) ఈ,ఉ. Thenܨ ⊇) is a decreasing directed family of the 
closed sets, which by hypothesis ∩ఉ∈∇ ఉܩ ≠ ∅, so ∩ఉ∈∇ ൫∩ఈ∈ூ ఈ,ఉ൯ܨ ≠ ∅ or ∩(ఉ,ఈ)∈∇×ூ ఈ,ఉܨ ≠
∅, which implies that ∩ఈ∈∆ ఈܨ ≠ ∅. 
Definition 11.9. We say that, the point ݔ of the space E, is an adherent point of the filter ℱ on 
E, if ݔ ∈ ܣ for every (ܣ)݈ܿ ∈ ℱ . The set ݈ܿ(ℱ)  of all adherent points of ℱ, is called the 
closure of ℱ, and it is equal to ∩஺∈ℱ  This definition is obviously valid for the basis of .(ܣ)݈ܿ
the filter. 
Lemma 11.2. A filter on the space E has an adherent point ⟺the ultrafilter has a limit. 
Proof. Let ࣯ be an ultrafilter, as the filter, by hypothesis ࣯ has an adherent point ݔ ∈  then ,ܧ
for all ܣ ∈ ࣯ and all ܰ ∈ ܰ ,(ݔ)ࣨ ∩ ܣ ≠ ∅. As the family ℱ = {(ܰ ∩ ,(ܣ ܣ ∈ ࣯ and ܰ ∈
 then for all ,ݔࣨ⊆࣯ ℱ, ࣯⊇ℱ, and ࣯ is maximal, then ࣯=ℱ. As⊆ݔࣨ ,is a filter on E ݔࣨ
ܰ ∈ ܰ ,(ݔ)ࣨ ∈ ࣯, so ࣯ converges to ݔ. Inversely, let ℱ be a filter on E, by proposition 11.5, 
ℱ has an ultrafilter ࣯, as by hypothesis, ࣯ converges to ݔ ∈ ܰ then for all ,ܧ ∈ ∋N ,(ݔ)ࣨ ࣯. 
Because, fore all ܰ ∈ ܣ and all (ݔ)ࣨ ∈ ℱ; ܰ, ܣ ∈ ࣯ by ܨଶ, ܰ ∩ ܣ ∈  ࣯, thus ܰ ∩ ܣ ≠ ∅, 
therefore ݔ is an adherent point of ℱ. 
Corollary 11.1. When the filter converges to a unique point it adherent is reduced to this 
point. 
Proof. If, ℱ converges to ݔ ∈ ܰ then for all ,ܧ ∈ ∋N ,(ݔ)ࣨ ℱ; so for all ܣ ∈ ℱ, ܰ ∩ ܣ ∈ ℱ, 
thus ܰ ∩ ܣ ≠ ∅, therefore ݔ is an adherent point of ℱ, as ݔ is unique then ݈ܿ(ℱ)={ݔ}. If not 
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there is ݕ ∈  ݈ܿ(ℱ) and ݕ ≠  because by proposition 11.7, the space E is Hausdorff, there ,ݔ
are ܰ ∈ ′ܰ and (ݔ)ࣨ ∈ ܰ such that (ݕ)ࣨ ∩ ܰᇱ = ∅. Because ܰ ∈ ℱ, then ܰ ∩ ܰᇱ ≠ ∅ 
contradiction.  
Lemma 11.3. The directed decreasing family of the closed sets has a nonempty intersection 
⟺a filter in the space E has an adherent point. 
Proof. Let ℱa filter in the space E. the family ࣛ = ,(ܣ)݈ܿ} ܣ ∈ ℱ} provided with the relation 
⊇ is a directed decreasing family of the closed sets in the space E, indeed if ܣ, ܤ ∈ ℱ with 
ܤ ⊃ (ܤ)݈ܿ  then ܣ ⊇ ܣ as (ܣ)݈ܿ ∩ ܤ ∈ ℱ then ݈ܿ(ܣ ∩ (ܤ ∈ ࣛ, and ݈ܿ(ܤ) ∩ (ܣ)݈ܿ ⊇
ܣ)݈ܿ ∩ by assumption ∩஺∈ℱ ,(ܤ (ܣ)݈ܿ ≠ ∅. Then, there is ݔ ∈ ܣ for all ,(ܣ)݈ܿ  ∈ ℱ i.e. ݔ is an 
adherent point of ℱ. Conversely, let ℬ = ఈܨ} , ߙ ∈ ∆} be a directed decreasing family of the 
closed sets in the space E, then ℬ is a basis of the filter ℱ on E. If ݔ is an adherent point of ℱ, 
then for all ܣ ∈ ℱ, ݔ ∈ ߙ As, for all .(ܣ)݈ܿ ∈ ఈܨ ,∆ ∈ ℱ and ݈ܿ(ܨఈ) = ߙ ఈ. Then for allܨ ∈ ∆, 
ݔ ∈ ఈܨ , therefore ∩ఈ∈∆ ఈܨ ≠ ∅. 
Definition 11.10. Let ݂ a map defined from the set E into the space F. The point ݈ ∈  is said ܨ
to be a limit of ݂ according to the basis ℬ, and we write ݈݂݅݉(ℬ) = ݈ or ݈݅݉ℬ݂ = ݈. If. for all 
ܸ ∈ ࣨ(݈) there is ܤ ∈ ℬ, such that ݂(ܤ) ⊂ ܸ. The closure of ݂ denoted ݈ܿ(݂), is the closure 
of ݂(ℬ),  is equal to ∩஻∈ℬ ݈ܿ൫݂(ܤ)൯. 
Theorem 11.2. The map ݂ from the space E into the space F is continuous in ݔ ∈  for⟺ ܧ
every convergent basis ℬ to ݔ, ݂(ℬ) converges according to ℬ to ݂(ݔ). 
Theorem 11.3. The space E is compact⟺ any filter on E, has an adherent point .  
Remarque 11.2. The proof of the theorem 11.3, is a straightforward consequence of the 
lemmas 11.1-11.3. This theorem can also be used, to give an elegant demonstration of 
Tychonoff's theorem, by comparison with that given by the nets. 
Remarque 11.3. If, then the family ℱ ,ܧ ௗ∈஽ is a net in the space(ௗݔ) ⊂  :defined by ,(ܧ)࣪
ܣ ∈ ℱ ⟺there is d∈ ௘ݔ such that ܦ ∈ ݁ for every ,ܣ ≥ ݀ is a filter on E, which eventually 
contain the net (ݔௗ)ௗ∈஽. This filter has the same limits as (ݔௗ)ௗ∈஽. Conversely if, ℱ is a filter 
on E , one can consider the directed set (ℱ, ⊇). Then ℱ converges to a point ݔ ∈E ⟺any net 
஺ݔ ஺∈ℱ, with(஺ݔ) ∈A, for all ܣ ∈ ℱ converges to ݔ. 
As a consequence of the proposition 11.7 and the theorem 11.3, we have. 
Corollary 11.2. In the Hausdorff compact space. The filter converges iffy it has a unique 
adherent point. 
Proof. Let ℱ be a filter on E which convergences to the limit ݔ ∈  is ݔ ,as E is Hausdorff ,ܧ
unique, so by the corollary 11.1,.݈ܿ(ℱ) = ݔ Conversely, let .{ݔ} ∈  be a unique adherence of ܧ
ℱ. Then, ℱ convergence to ݔ, if not there is some open ܱ ∈  not contained in ℱ, such (ݔ)ࣨ
that for all ܣ ∈ ℱ, ݔ ∈ ܱ and (ܣ)݈ܿ ∩ ܣ ≠ ∅. As, the family {݈ܿ(ܣ) ∩ ܱ஼ , ܣ ∈ ℱ} is clearly a 
directed decreasing family of the closed sets of E which is compact by lemma 11.1 and the 
theorem 11.3, ⋂ (ܣ)݈ܿ) ∩ ܱ஼) ≠ ∅஺∈ℱ . Therefore there is ݕ ∈ ⋂ (ܣ)݈ܿ) ∩ ܱ஼)஺∈ℱ , so ݕ ∈
(ܣ)݈ܿ ∩ ܱ஼ , for all ܣ ∈ ℱ, then ݕ is an adherent point of ℱ different from ݔ, contradiction. 
Example 11.2. 

ܽ) If E=ℕ, ℬ a Fréchet basis, and ݂: ݊ ∈ ℕ ⟼ ௡ݕ ∈ (ℬ)݂݈݉݅ .ܨ = l ⟺for all ܸ ∈ ࣨ(݈) 
there is ܤ ∈ ℬ, such that ݂(ܤ) ⊂ ܸ ⟺ for all ܸ ∈ ࣨ(݈), there is ݊଴ ∈ ℕ, such that ݕ௡ ∈ ܸ, 
for every ݊ > ݊଴  ⟺ ௡ݕ ⟶ l. 

ܾ) If, E=ℝ, ℬ a basis of the neighborhood of +∞., and ݂: ℝ ⟶ If, ݈݂݅݉(ℬ) .ܨ = l, then 
for all ܸ ∈ ࣨ(݈) there is ܤ ∈ ℬ, such that ݂(ܤ) ⊂ ܸ ⟹ for all ܸ ∈ ࣨ(݈), there is ܽ ∈ ℝା, 
such that for every  ݔ ≥ (ݔ)݂  ,ܽ ∈ ܸ ⟺ lim௫⟶ାஶ (ݔ)݂ = ݈. 

ܿ) If, ݂: ܧ ⟶ ଴ݔ ,where E and F are two spaces ,ܨ ∈  and ℬ is a basis of the trivial filter ܧ
then Lim௫⟶௫బ ,(଴ݔ)ࣨ (ݔ)݂ = (଴ݔ)݂ ⟺  ݈݂݅݉(ℬ) =  .(଴ݔ)݂
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12 Compactification 
 

Let E and F two topological spaces. We say that E embeds into a topological space F, if it 
is homeomorphe to a everywhere dense subset of F. Being given a non compact space, it is 
natural to ask the following question: Can you add some things to this space to make it 
compact? Other ways, is there a way to embed this space into another which is compact?. 
Under suitable conditions, the answer is affirmative. The process to imbed the non compact 
space into a compact one is called compactification. The main idea of the compactification, 
comes from the fact that an open space of a compact and hausdorff space is locally compact 
(see proposition 10.7). This leads us to concentrate primarily on the compactification of 
locally compact Hausdorff spaces. There are several paths to follow to compact a space. The 
most “efficient” or the “smallest” one in the sense that the embedding only misses one point is 
the Alexandroff-compactification or a point-compactification. Let's also mention the two 
points-compactification, the most general of all compactifications is the Stone-ܥመech-
compactifcation. In the sequel, we will mainly focus on the first and last compactification 
paths. 
Definition 12.1. The space ܧ෨  is called a compactification of a given space E, if ܧ෨  is a 
Hausdorff compact space and containing a everywhere  dense part which is homeomorphe to 
E. In other words, if ܧ෨  is a Hausdorff compact space and there is a map ݂: ܧ ⟶ ෨ܧ  such that 
݂: ܧ ⟶  ෨. A compactification of a topologicalܧ=((ܧ)݂)݈ܿ is a homeomorphism and ,(ܧ)݂
space ܧ, when it exists, is denoted by (ܧ෨, ݂). 
Two compactifications (ܧ෨, ݂) and ቀܧ,෩෩ ݂ቁ of the same space E are called equivalent if there is 

a homeomorphism ℎ: ܧ෨ ⟶ (ݔ)෨෨  such that ℎܧ = ݔ for every ,ݔ ∈  .ܧ
Let (ܧ, ߬) be a locally compact Hausdorff space and let ܧ෠ = ܧ ∪ {߱} be, where ߱ ∉  ܧ

called a point at infinity of ܧ෠ and let ߬ ෝ =  ෠ܧ is the collection of all set ܷin ߪ be, where ߪ⋃߬
containing ߱, whose ܷ஼ಶ෡  is a compact in E 
Theorem 12.1. (Alexandroff-Compactification). The space ൫ܧ෠, ߬ ෝ൯ is a unique (up to an 
equivalence) Alexandroff-compactified of E. 
Proof. We will prove that the couple ൫ܧ෠, ߬ ෝ൯ is the Hausdorff compact space, such that E 
embeds as a everywhere dense part of ܧ෠. 
ܽ) Let us show that ൫ܧ෠, ߬ ෝ൯ is a topological space. 

ଵܱ-Since ∅ ∈ ߬ and ߬ ⊂ ߬ ෝ, then ∅ ∈ ߬ ෝ. As ߱ ∈ ෠஼ಶ෡ܧ ෠ andܧ = ∅ which is a compact in E, 
then ܧ෠ ∈ ߬ ෝ. 
ܱଶ-let {ܷఈ , ߙ ∈△} be a collection of elements of ߬ ෝ. There are three cases: 
Case 1. All ܷఈ are in ߬ then ܷ = ⋃ఈ∈△ܷఈ ∈  ߬ and hence ܷ ∈ ߬ ෝ. 
Case 2. All ܷఈ are in ߪ, then, for every ߙ ∈△, there is a compact ܭఈ in E such that ܭఈ =
ܷఈ

஼ಶ෡ , then ⋃ఈ∈△ܷఈ = ⋃ఈ∈△൫ܭఈ
஼ಶ෡ ൯ = (⋂ఈ∈△ܭఈ)஼ಶ෡ , as ⋂ఈ∈△ܭఈ is a compact of E, then 

⋃ఈ∈△ܷఈ ∈ ߬ ෝ. 
Case 3. There are two collection { ௜ܷ , ݅ ∈ in ߬ and ൛ {ܫ ௝ܷ , ݆ ∈ such that {ܷఈ ߪ ൟ inܬ , ߙ ∈△} =
{ ௜ܷ , ݅ ∈ ൛⋃{ܫ ௝ܷ , ݆ ∈ ܷ ൟ. Let's poseܬ =∪௜∈ூ ௜ܷ and ܸ =∪௝∈௃ ௝ܷ, then ⋃ఈ∈△ܷఈ = ܷ⋃ܸ, where 
by the case 2, ܸ = ஼ಶ෡ܭ  with K a compact in E. Therefore, 
ܷ⋃ܸ = ஼ಶ෡ܭ⋃ܷ = (ܷ஼ಶ)஼ಶ⋃ܭ஼ಶ෡ = (ܷ஼ಶ ∩ ஼ಶ෡(ܭ , because ܷ஼ಶ ∩  is a closed in the ܭ
compact K, it is a compact in E, then ܷ⋃ܸ ∈ ߬ ෝ 
ܱଷ-Let {ܷఈ , 1 ≤ ߙ ≤ ݊} a finite collection of the elements of ߬ ෝ. As above there are three 
cases: 
Case 1. All ܷఈ are in ߬ then ܷ = ⋂ఈୀଵ

௡ ܷఈ ∈  ߬ and hence ܷ ∈ ߬ ෝ. 
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Case 2. All ܷఈ are in ߪ, then, for every ߙ ∈ {1, … , ݊}, there is a compact ܭఈ in E such that 
ఈܭ = ܷఈ

஼ಶ෡ , then ⋂ఈୀଵ
௡ ܷఈ = ⋂ఈୀଵ

௡ ൫ܭఈ
஼ಶ෡ ൯ = (⋂ఈୀଵ

௡ ఈ)஼ಶ෡ܭ , as ⋂ఈୀଵ
௡  ఈ is a compact of E, thenܭ

⋂ఈୀଵ
௡ ܷఈ ∈ ߬ ෝ.  

Case 3. There are two collection { ௜ܷ , ݅ ∈ in ߬ and ൛ { ܫ ௝ܷ , ݆ ∈ such that {ܷఈ ߪ ൟ inܬ , 1 ≤ ߙ ≤
 where ,ܸ∩ܷ=ߙܷ△∋ߙ∩ then ,݆ܷܬ∋݆∩=ܸ and 1ܷ݊݅=ߙ⋂=ܷ Let's pose .ܬ∋݆ ,݆ܷ⋃ܫ∋݅ ,ܷ݅=݊
by the case 2, ܸ = ஼ಶ෡ܭ  with K a compact in E. Therefore, ܷ ∩ ܸ = ܷ ∩  ஼ಶ, since E isܭ
Hausdorff, by proposition 10.3, ܭ is closed, then ܷ ∩ ܸ ∈ ߬,  therefore ܷ ∩ ܸ ∈ ߬ ෝ  
ܾ) Let us show that ܧ෠ is compact. 
Let {ܷఈ , ߙ ∈△} be a collection of elements of ߬ ෝ such that ܧ෠ = ⋃ఈ∈△ܷఈ, then there is ߙ଴ ∈△, 
such that ߱ ∈ ܷఈబ so ܷఈబ = ఈబܭ

஼ಶ෡  where ܭఈబ is a compact in E, then ܧ෠ = ఈబܭ ∪ ܷఈబ. It follows 
that (⋃ఈ∈△ܷఈ) ∖ ܷఈబ = ܫ ఈబ, and there exists  a finiteܭ ⊂△ such that (⋃ఈ∈ூܷఈ) = ఈబܭ ∪
ܷఈబ =  .෠ is compactܧ ෠, thusܧ
ܿ) Let us show that ܧ෠ is Hausdorff. 
Let ݔ be an element of ܧ෠ different of ߱, then ݔ ∈  has ݔ which is locally compact, therefore ܧ 
in E a compact neighborhood K (K is then closed), because ߱ ∈ ஼ಶ෡ܭ ∈ ߬ ෝ and K∩ ஼ಶ෡ܭ = ∅, 
then ܧ෠ is Hausdorff. 
݀) Let us show that ݈ܿ(ܧ) =   ෠ܧ
Let ݔ be an element of ܧ෠ and ∅ ≠U∈ ߬ ෝ containing ݔ if, ܷ ∈ ߬ then ܷ ∩ ܧ = ܷ ≠ ∅, so 
ݔ ∈ ܷ If now .(ܧ)݈ܿ ∈ ܷ there is a compact K in E such that ߪ = ஼ಶ෡ܭ  then ܷ ∩ ܧ = ஼ಶ෡ܭ ∩
ܧ = ஼ಶܭ ∩ ܧ = ஼ಶܭ ≠ ∅, so ݔ ∈  .(ܧ)݈ܿ
݁) Let us show that ܧ෠ is unique, in the sense that if ܧ෠෠ is another Alexandroff compactified of 
E, then ܧ෠ is homeomorphic to ܧ෠෠. Let ܧ෠෠ = ܧ ∪ {߱′}, where ߱ᇱ ≠ ߱ is the point at infinity of 
:݂ ෠෠. It is clear that, the mapܧ ෠ܧ ⟶ ݔ ෠෠ defined by for everyܧ ∈ (ݔ)݂ ,෠ܧ = ቄ ݔ if ݔ ∈ ;ܧ

 ߱′if ݔ = ߱
�                                              

is an homeomorphism. Indeed ݂ is biunivoque, bicontinuous on E, and also, continuous in ߱, 
because if ܹ is an open in ܧ෠෠ containing ݂(߱) = ߱′, there is a compact ܭ in E such that 
ܭ = ܹ஼ಶ෡෡ , as ݂ିଵ is continuous from E into E, then ݂ିଵ(ܭ) = ݂ିଵ(ܹ)஼ಶ෡  is a compact in E, 
so ݂ିଵ(ܹ) is an open in ܧ෠, containing ߱, therefore ݂ is continuous in ߱. 
݂) Clearly ܧ is homeomorphe to ܧ = ߱஼ಶ෡ . 
Remark 12.1. Two homeomorphe, locally compact Hausdorff spaces, are the same 
compactification. 
Example 12.1. 
ܽ) In the space ℝ. The locally compact Hausdroff subspace ]0,1], embeds as a subset of a 
compact Hausdorff space [0,1] via a natural inclusion map ݆: ]0,1] ⟶ [0,1] = ]0,1] ∪ {0}, 
defined by: for every ݔ ∈ (ݔ)݆ [0,1[ = so ݈ܿ൫݆(]0,1])൯ ,ݔ = ݈ܿ(]0,1]) = [0,1]. Then [0,1] is a 
Alexandroff-compactification or one point compactification space of ]0,1]. 
ܾ) In the space ℝ. The locally compact Hausdroff subspace ]0,1[ embeds as a subset of 
[0,1] = ]0,1[ ∪ {0,1} via a natural inclusion map. This map misses two points 0 and 1, then 
[0,1] is a two points-compactification space of ]0,1[. 
ܿ) In the space ℝ. The interval ]0,1[, embeds as a subset of a compact Hausdorff space 

ଵܵ = ,ݔ)} (ݕ ∈ ℝଶ, ଶݔ + ଶݕ = 1} (the unite circle ), via the function ݂: ]0,1[ ⟶ ℝଶ defined 
by: ݂(ݔ) = ൫ܿ(ݔߨ2)ݏ݋,  in ]0,1[. This function misses only the point ݔ ൯, for every(ݔߨ2)݊݅ݏ
(1,0) in ଵܵ. Then ଵܵ.is a Alexandroff-compactification of ]0,1[ 
݀) As, the space ℝ is homeomorphe to ]0,1[, then if ℝ෩  is a compactification of ℝ, ℝ෩  is 
homeomorphe to the circle ଵܵ. So, ଵܵ is also a compactification of ℝ. 
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݁) The interval ]0,1[ in the space ℝ, embeds into the compact Hausdorff [0,1]ℕ, via a for 
example, the function ݂: ]0,1[ ⟶ [0,1]ℕ defined by: ݂(ݔ) = ,ݔ) 1,1, … ), for every ݔ in ]0,1[. 
݂) Let ℝ෩ = ℝ ∪ {+∞, −∞} be, (in this case the two points at infinity of ℝ෩  are ߱ =+∞ and 
߱′ = −∞) enjoyed by the topology ߬̃ = ߬௨ ∪ ߬ where, ߬ is the collection of the subsets U of ℝ෩  
such that, U = [−a, a]஼ℝ෩ = [−∞, −ܽ[ ∪ ]ܽ, +∞], where ܽ ∈ ℝା

∗ . Then ℝ෩  is the two points-
compactified of ℝ. (to chek !). 
݃) Another two points-compactification of the space ℝ is as follows: The space ℝ is locally 
compact, Hausdroff. ݈ܿ(ℝ) = ℝ෩ = ℝ ∪ {+∞, −∞}. ℝ෩  is compact, indeed, if {ܷఈ, ߙ ∈△} is a 
open cover of ℝ෩ , there are two elements ߚ and ߛ in △ such that ఉܷ = [−∞, ܽ[ and ܷఊ =
]ܾ, +∞], where ܽ and ܾ are two constants in ℝ,  it follows that the collection {ܷఈ , ߙ ∈
 such that ߛ,ߚ∖△ in ܫ is a open cover of the compact ܽ,ܾ, then there exists a finite set ߛ,ߚ∖△
{ܷఈ , ߙ ∈ ,ܽ] covers {ܫ ܾ], thus {ܷఈ , ߙ ∈ {ܫ ∪ ൛ ఉܷ ∪ ܷఊൟ covers ℝ෩ . 
ℎ) In the space ℝ, the compactified of ]0,1[ ∪ ]3,4[ is homeomorphe to a figure eight, thought 
of as a subspace of the space ℝଶ. More generally, the compactified of the union of disjoint 
open intervals is homeomorphe to ݊ circles in ℝଶ, that are disjoint except for a single 
common point. 
݅) Let ℝ be the space, the compactified of any open ball in ℝଶ is homeomorphe to the two 
dimensional unit sphere ܵଶ in ℝଷ via the usual stereographic projection ߨ: ܵଶ ∖ {(0.0.1)} ⟶
ℝଶ defined by: (ݔ, ,ݕ (ݖ ⟼ ,ݔ)ߨ  ,ݕ (ݖ = ቀ ௫

ଵି௭
, ௬

ଵି௭
ቁ, which is biunivoque and bicontinuous (to 

chek!). Therefore the compactified of two disjoints open balls in ℝଶ is homeomorphe to a 
subspace of ℝଷ consisting of two spheres touching at only a single point (kissing spheres). 

Before talking about the “largest” path of compactification. Remember that, the locally 
compact Hausdroff space is regular (see, proposition 10.5). We still have better: a locally 
compact Hausdroff space is completely regular space or Tychonoff space. Because its one 
point-compactification is compact and Hausdorff, hence it is normal (see, lemma 10.4), 
therefore it is completely regular, and every subspace of a completely regular space is 
completely regular. 

Starting from the following basic question which arises, when we want to compact a 
topological space. If ܧ෨  is the compactification of the space E, under what conditions, can a 
continuous real-valued function ߮ defined on E, be continuously extended in ܧ෨?  
Obviously, ߮ must be bounded, because ߮ will carry the compact space ܧ෨  into ℝ, and 
compact parts of ℝ, must be bounded. But being bounded is not enough. A standard example 
is ߮(ݔ) = ݊݅ݏ ቀଵ

௫
ቁ defined in ]0,1], ߮(ݔ) is bounded and continuous in ]0,1], but it is has no 

extended continuous over [0,1]. Historically, this problem of continuously extending any 
bounded, continuous real valued function defined on E motivated the development of the 
Stone-ܥመech-compactifcation, which will be exhibited after the following existence results: 
Corollary 12.1. Let ܧ be a topological space and let ℎ be an embedding from ܧ to a compact 
Hausdorff space ܨ. Then, there is a unique (up to equivalence), compactification ൫ܧ෨, ݂൯ of ܧ, 
such that there is an embedding ݆ from ܧ෨  into ܨ, with the property that ݆(݂(ݔ)) = ℎ(ݔ) for 
every ݔ ∈  .ܧ
Proof. Because the map ℎ: ܧ ⟶ ℎ(ܧ) is a homeomorphism, and ܨ is a compact Hausdorff 
space then ܧ෨ = ݈ܿ൫ℎ(ܧ)൯ ⊂  .is a compact Hausdorff space (see, proposition 10 2) ܨ
Therefore ൫ܧ෨, ݂൯ is a compactification of E. Clearly ܧ෨  embeds into F via the natural inclusion 
map, ݆: ෨ܧ ⟶  which has the required properties. To demonstrate the uniqueness of the ,ܨ
compactification ൫ܧ෨, ݂൯ up to equivalence. Suppose ቀܧ෨෨, ݂ቁ  is another compactification of E 

that embeds into F via a map ݆: ෨෨ܧ ⟶ ((ݔ)݂)݆ such that ܨ = ℎ(ݔ) for every ݔ ∈  ,Then .ܧ
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((ܧ)݂)݆ = ℎ(ܧ). We must first, demonstrate that: ݆ ቀܧ෨෨ቁ = ݈ܿ൫ℎ(ܧ)൯. Becauseܧ෨෨ , is compact 

and the map j is continuous then ݆ ቀܧ෨෨ቁ is compact in a Hausdorff F, so it is closed (see, 

proposition 10.3), therefore ݈ܿ൫ℎ(ܧ)൯ = ݈ܿ൫݆(݂(ܧ))൯ ⊂ ݈ܿ ൬݆ ቀܧ෨෨ቁ൰ = ݆ ቀܧ෨෨ቁ. Conversely, as 

((ܧ)݂)݈ܿ = ෨෨ܧ , then ݆ ቀܧ෨෨ቁ = ݆൫݈ܿ(݂(ܧ))൯, as, by the continuity of j, we have ݆൫݈ܿ(݂(ܧ))൯ ⊂

݈ܿ൫݆(݂(ܧ))൯ = ݈ܿ(ℎ(ܧ)), so ݆ ቀܧ෨෨ቁ ⊂ ݈ܿ(ℎ(ܧ)). Therefore, ݆ ቀܧ෨෨ቁ =  :෨. Because, the mapܧ

݆ିଵ ∘ ݅: ෨ܧ ⟶ ෨෨ܧ  is obviously a homeomorphism, with the required property, then the 
compactification ൫ܧ෨, ݂൯ is unique up to equivalence. 
Remark 12.2. The corollary 10.11 says that, the compactification ܧ෨  acts as an intermediary 
compact Hausdroff space, between the space ܧ and the compact Hausdroff space ܨ. There is 
no hope of finding an interesting “largest” compactification, that can always act as an 
intermediary as in the above result. A space can be embedded into its one-point 
compactification ܧ෠ and so any such ܧ෨  could not be largest than ܧ෠. 
Definition 12.2. Let E be a Tychonoff space. The Stone-C෠ech compactification of E, is the 
unique (up to equivalence) Hausdorff compact space denoted by (ܧ)ߚ, satisfying the 
following universal property: If ݂ is a continuous function from ܧ into a compact Hausdorff 
݂ߚ  such that ܨ into (ܧ)ߚ from ݂ߚ there is a unique continuous function ,ܨ ∘ ݅ = ݂. Where ݅ 
is a homeomorphism map, from E into ݂(ܧ). 
Theorem 12.2. The Tychonoff space has a Stone-C෠ech compactification. 
Proof. Let E be a Tychonoff space, following the theorem 8.3 (Urysohn lemma), the set of 
the continuous function from E into the [0,1] is nonempty. Let ࣮={ ఈ݂ , ߙ ∈ ∆} be the 
collection of such functions. Consider for every ߙ ∈ ∆, the space, ܨ = ∏ఈ∈∆ܫఈ, where for 
every ߙ ∈ ݂݊݅]=ఈܫ  ,∆ ఈ݂(ܧ), ݌ݑݏ ఈ݂(ܧ)], which is homeomorphic to [0,1], therefore by 
corollary 10.10, the cube ܨ =  is compact and Hausdroff. As obviously, the family ࣮ is ∆ܫ
separates points and closed sets in E witch is Hausdorff (the singletons are closed), then ࣮ 
separates points as well. By the lemma 8.2 (embidding lemma), the function ݂: ܧ ⟶ ܨ =
∏ఈ∈∆ܫఈ defined by: for every ݔ ∈ (ݔ)݂ ,ܧ = ∏ఈ∈∆ ఈ݂(ݔ) is an embedding. We will check that, 
the space (ܧ)ߚ =  is a (ܧ)ߚ መech compactification of E. Sinceܥ-is the Stone ܨ in ((ܧ)݂)݈ܿ
closed subspace of the cub ܫ∆, then it is a compact Hausdroff. From the corollary 12.1, there is 
a unique (up to equivalence), compactification ((ܧ)ߚ, ݅) of ܧ, such that there is an embedding 
݂ߚ with the property that ,ܨ into (ܧ)ߚ from ݂ߚ ∘ ݅ = ݂. It remains to prove that the desired 
application ݂ߚ is well defined and unique. As, (ܧ)ߚ is a Hausdroff compact space, therefore 
it is normal. Since ܧis closed in (ܧ)ߚ and for every ߙ ∈ ∆, ఈ݂: ܧ ⟶  ఈ is continuous andܫ
bounded, by the lemma 8.3 and the Tietze-Hurysohn theorem 8.2, there is a unique 
continuous extension function ߚ ఈ݂ of ఈ݂ defined from (ܧ)ߚ into ܫఈ . The, the function ݂ߚ from 
ݔ defined by: for every ܨ into (ܧ)ߚ ∈ (ݔ)݂ߚ ,(ܧ)ߚ = ∏ఈ∈∆ߚ ఈ݂ (ݔ) is a unique extended 
continuous function of ݂. Therefore ((ܧ)ߚ, ݅) is  the Stone-ܥመech compactification of E.  
 

separation axioms, 
metric compact space, metrizability 

 
13.1-Metric space and separation axioms 
Before giving the properties of metric spaces, we will give a very interesting result related to 
the countability and separation axioms. 
Proposition 13.1. A metric space is 1D-space. 
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Proof. Let ݔ an element in the metric space E and ܰ ∈ ݎ there exists ,(ݔ)ࣨ > 0, such that 
,ݔ)ܤ (ݎ ⊂ ܰ, therefore there exists ݊ ∈ ℕ∗ such that ܤ ቀݔ, ଵ

௡
ቁ ⊂ ,ݔ)ܤ (ݎ ⊂ ܰ, the sequence of 

sets ቄܤ ቀݔ, ଵ
௡

ቁ , ݊ ∈ ℕ∗ቅ constitute a system of countable neighborhoods of ݔ, then E is 1D-
space. 
Theorem13.1. Let ܧ be a metric space. Then, ܧ is separable iffy it is 2D-space. 
Proof. As if O is an open in of the metric space (ܧ, ߬ௗ), containing the element ݔ of E, there 
exists ݎ > 0, such that ܤ ቀݔ, ௥

ଶ
ቁ ⊂ ,ݔ)ܤ (ݎ ⊂ ܱ, therefore there exists ݊₀ ∈ ℕ∗, such that 

ܤ ቀݔ, ଵ
௡₀

ቁ ⊂ ܤ ቀݔ, ௥
ଶ
ቁ. Since E has an everwhere dense part ܦ = ,௠ݔ} ݉ ∈ ℕ}, then ܤ ቀݔ, ଵ

௡₀
ቁ ∩

ܦ ≠ ∅, so, there exists ݉₀ ∈ ℕ such that ݔ୫₀ ∈ ܤ ቀݔ, ଵ
௡₀

ቁ which implies that ݔ ∈ ܤ ቀݔ୫₀, ଵ
௡₀

ቁ, 

as ∀ݕ ∈ ܤ ቀݔ୫₀, ଵ
௡₀

ቁ, ݀(ݔ, (ݕ ≤ ,ݔ)݀ (୫₀ݔ + ,୫₀ݔ)݀ (ݕ < ଶ
௡₀

< ܤ then ,ݎ ቀݔ୫₀, ଵ
௡₀

ቁ ⊂ ܱ. 

Therefore the collection ቄܤ ቀݔ௠, ଵ
௡

ቁ , (݉, ݊) ∈ ℕ × ℕ∗ቅ is a countable basis of ߬ௗ, then (ܧ, ߬ௗ) 
is 2D-space. For the reverse, let {ܤ௡, ݊ ∈ ℕ} be a countable basis of ߬ௗ, then the countable 
collection ܦ = ,௡ݔ} where ∀݊ ∈ ℕ, ௡ݔ ∈ ݔ ௡} is everwhere dense in E. Indeed, ifܤ ∈  and ܧ
ܰ ∈ there exists ݊₀ (ݔ)ࣨ ∈ ℕ∗ such that ݔ ∈ ௡₀ܤ ⊂ ܰ, as ݔ௡₀ ∈ ௡₀ܤ ௡₀ thenܤ ∩ ܦ ≠ ∅, which 
implies that ܰ ∩ ܦ ≠ ∅, so ݔ ∈  .(ܦ)݈ܿ
Proposition 13.2. A metric space is Hausdorff space.  
Proof. Let ݔ, ݕ ∈ ,ܧ ݔ ≠ ܤ then ݕ ቀݔ, ௥

ଶ
ቁ and ܤ ቀݕ, ௥

ଶ
ቁ, where ݎ = ,ݔ)݀  are two disjoint ,(ݕ

open sets in E, since if there exists ݖ ∈ ܤ ቀݔ, ௥
ଶ
ቁ ∩ ܤ ቀݕ, ௥

ଶ
ቁ, then ݎ = ,ݔ)݀ (ݕ ≤ ,ݔ)݀ (ݖ +

,ݖ)݀ (ݕ < ௥
ଶ

+ ௥
ଶ

=  .So, E is Hausdorff .ݎ
Definition 13.1. The sequence {ݔ௡} in the metric space (ܧ, ݀ ) converges to ݔ ∈  iffy for all ,ܧ
ߝ > 0, there is ݊଴ ∈ ℕ∗ (݊଴ depends to  ߝ) such that for all ݊ > ݊଴, [ݔ௡ ∈ ,ݔ)ܤ (ߝ ⟺
 .0=݊ݔ,ݔ݀∞+⟶Equivalently, lim݊ .ߝ>݊ݔ,ݔ݀
Not that, the definition 13.1, remains true when the inequalities ݊ > ݊଴ and ݀(ݔ, (௡ݔ <  are ,ߝ
large. 
Proposition 13.3. In a metric space, any convergence sequence is bounded. The reverse is 
false. 
Proof. If {ݔ௡} converges to ݔ in the metric space (ܧ, ݀ ), then for ߝ > 0, there is ܰ ∈ ℕ∗ such 
that for all ݊ > ݊଴, ݀(ݔ, (௡ݔ < ᇱߝ let .ߝ = max௡ழே ,ݔ)݀ {௡ݔ} ,௡) thenݔ ⊂ ,ݔ)ܤ  where (ݎ
ݎ = ,ߝ)ݔܽ݉ ,ᇱ). The reverse is false, as in the usual metric space (ℝߝ ݀௨), the sequence 
{(−1)௡} 
Proposition 13.4. Let A be a nonvoide part of a metric space (ܧ, ݀), and ܽ ∈  :Then .ܧ
ܽ) ܽ ∈ (ܣ)݈ܿ ⇔ ݀(ܽ, (ܣ = 0 ⇔ ߝ∀ > 0, ∃ܽఌ ∈ ;ܣ  0 < ݀(ܽఌ , ܽ) <  .ߝ
ܾ) For ݎ > 0, the set ௥ܰ(ܣ) = ݔ} ∈ ,ܧ ,ݔ)݀ (ܣ <  .is an open neighborhood of A {ݎ

(ܣ)݈ܿ (ܿ =∩௡∈ℕ∗ ቆܰభ
೙

 .ቇ(ܣ)

Proof. ܽ) It suffices, to demonstrate the first equivalence, the second one comes from the 
property of the infimum. Let ܽ ∈ ,ܽ)݀ since ,(ܣ)݈ܿ (ܣ ≤ ݀(ܽ, ݔ∀ (ݔ ∈ then 0 ,ܣ ≤ ݀(ܽ, (ܣ ≤
݀(ܽ, ܽ) = 0, so ݀(ܽ, (ܣ = 0. Inversely, if ݀(ܽ, (ܣ = 0, for any ε>0, there exists ܽఌ ∈
;ܣ  ݀(ܽఌ , ܽ) < then ܽఌ ,ߝ ∈ ,ܽ)ܤ ,ܽ)ܤ therefore (ߝ (ߝ ∩ A ≠ ∅, then ܽ ∈ ݔ Let (ܾ .(ܣ)݈ܿ ∈  ,ܣ
since ݀(ݔ, (ܣ ≤ ,ݔ)݀ ,(ݕ ݕ∀ ∈ then 0 ,ܣ ≤ ,ݔ)݀ (ܣ ≤ ,ݔ)݀ (ݔ = 0 < ݔ so ,ݎ ∈ ௥ܰ(ܣ) and 
ܣ ⊂ ௥ܰ(ܣ). As, for x∈ ௥ܰ(ܣ) and ߩ = ݎ − ,ݔ)݀ ,ݔ)ܤ the open ball ,(ܣ (ߩ ⊂ ௥ܰ(ܣ), then 

௥ܰ(ܣ) is open. So for r>0, ௥ܰ(ܣ) is an open neighborhood of A. ܿ) If, ݔ ∈  then ,(ܣ)݈ܿ
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,ݔ)݀ (ܣ = 0 < ଵ
௡

, ∀݊ ∈ ℕ∗, so ݔ ∈ ܰభ
೙

,(ܣ) ∀݊ ∈ ℕ∗ then ݈ܿ(ܣ) ⊂∩௡∈ℕ∗ ቆܰభ
೙

 ቇ, if now(ܣ)

ݔ ∈ ܰభ
೙

,(ܣ) ∀݊ ∈ ℕ∗, then ݀(ݔ, (ܣ < ଵ
௡

, ∀݊ ∈ ℕ∗ so ݀(ݔ, (ܣ = 0, from ܽ) ݔ ∈  .(ܣ)݈ܿ

Corollary 13.1. Let (ܧ, ߬) be a space, ܽ ∈ ⊃A ,ܧ  and le ݀ be a metric on E. Then ߬ is a ,ܧ
topology induced by ݀, iffy the following statement holds: 
ܽ ∈ ,ܧ) in (ܣ)݈ܿ ߬) ⟺for all ߝ > 0, there is ܽఌ ∈A such that ݀(ܽ, ܽఌ) <  (∗) .ߝ
Proof. As (ܧ, ݀) is a metric space, by the proposition 13.4 ܽ), the statement (∗) holds. 
Conversely, let ܱ ∈ ߬ be and ܽ ∈ ܱ then, there is ݎ > 0 such that ܤ(ܽ, (ߝ ⊂  ܱ. If, not, for all 
ߝ > ,ܽ)ܤ ,0 (ߝ ∩ ܱ஼ ≠ ∅. Then, there is ܽఌ ∈ ܱ஼ , such that ݀(ܽ, ܽఌ) < ܽ so ,ߝ ∈ ݈ܿ(ܱ஼) =
ܱ஼, contradiction. 
Theorem 13.2. A metric space is a Tସ-space. 
Proof. Let F and G are two closed sets in a metric space E, and the two sets ܱி = ݔ} ∈
,ܧ ,ݔ)݀ (ܨ < ,ݔ)݀ ீܱ and {(ܩ = ݔ} ∈ ,ܧ ,ݔ)݀ (ܩ < ,ݔ)݀  by proposition 13.4, ܾ) ܱி and {(ܨ
ܱீ  are open sets containing respectively F and G. In addition ܱி ∩ ܱீ = ∅, indeed, if 
ݖ ∈ ܱி ∩ ܱீ  then ݀(ݖ, (ܩ < ,ݖ)݀ ,ݖ)݀ and (ܨ (ܨ < ,ݖ)݀ -so d(z,G)-d(z,F)<0<d(z,G) ,(ܩ
d(z,F), impossible. Therefore ܧ is normal because it is Tଵ, then it is a Tସ-space. 
As a consequence of the above results, and the relation between the separation axioms, we 
have: 
Corollary 13.2. The metric space is T₀, T₁, T₂, T₃, T₄, regular and normal. 
Definition 13.2. Two distances ݀ଵ and  ݀ଶ, on a non-empty set E, are said to be equivalent, 
and we write ݀₁ ∽  ݀ଶ, if there are two, strictly positive real numbers ߙ and ߚ, such that: 
ଵ݀ߙ ≤  ݀ଶ ≤ ,ݔ)ଵ݀ߙ .ଵ, i.e݀ߚ (ݕ ≤  ݀ଶ(ݔ, (ݕ ≤ ,ݔ)ଵ݀ߚ ,(ݕ ,ݔ∀ ݕ ∈  .ܧ
Example 13.1. In the ݊-dimensional Euclidian space ℝⁿ, ݊ ∈ ℕ∗, ݀ଵ,  ݀ଶ and ݀ஶ are 
equivalents. Indeed, ܽ) ݀ஶ ≤ ݀₁ ≤ √݊݀ஶ. ܾ) ݀ஶ ≤ ݀₂ ≤ √݊݀ଵ ≤ ݊݀ஶ. c) From ܽ) and ܾ) 
ଵ

√௡
݀ଵ ≤  ݀ଶ ≤ √݊݀ଵ. Then ݀ஶ ∽ ݀ଵ ∽  ݀ଶ ∽ ݀ஶ. 

Proposition 13.5. Let ݀ଵܽ݊݀ ݀ଶ, are two distances on E, if there exists ߛ ∈ ℝା
∗  such that: 

݀ଵ ≤ ଶ. Then, ߬ௗ₁݀ ߛ ⊂ ߬ௗ₂. 
Proof. If, ݔ ∈ ܱ ∈ ߬ௗ₁, there exists r>0, such that ܤଵ(ݔ, (ݎ = ݕ} ∈ ,ܧ ݀ଵ(ݔ, (ݕ < {  ݎ ⊂ ܱ, as 
݀ଵ ≤ ,ݔ)ଶܤ ଶ, then݀ ߛ ௥

ఊ
) = ቄݕ ∈ ,ܧ  ݀ଶ(ݔ, (ݕ < ௥

ఊ
ቅ ⊂ ,ݔ)ଵܤ  .so O∈߬ௗ₂ ,(ݎ

It is straightforward to check that: 
Corollary 13.3. Two equivalent distances define the same topology and exchange the 
sequences convergence i.e. {ݔ௡} converges in (ܧ, ݀) iffy, {ݔ௡} converges in (ܧ, ݀ᇱ). 
Definition 13.3. Two metrics ݀ and ݀ᇱ over the space ܧ, are said to be, topologically 
equivalent or t-equivalent. If, the identity map ݅: ,ܧ) ߬ௗ) ⟶ ,ܧ) ߬ௗᇲ), is a homeomorphism, i.e. 
݀ and ݀ᇱ induce the same topology. 

By, the corollary 13.3, the equivalent distances are t-equivalent. But, the converse is not 
true. 
Example 13.2. Let (ܧ, ݀) be a metric space, then the distances ݀ and ߜ = ௗ

ଵାௗ
 are t-equivalent 

but are not equivalents. It is clear that ߜ ≤ ݀, but if there exists, a strictly positive real number 
݀ߙ such that ,ߙ ≤ ,ݔ)݀ then ߜ (ݕ ≤ ଵ

ఈ
, ,ݔ∀ ݕ ∈ ,with implies that, in (ℝ ,ܧ ,ݔ)݀ ,(݀ (ݕ =

ݔ| − |ݕ ≤ ଵ
ఈ

, ,ݔ∀ ݕ ∈ ℝ, so ݀(ݔ, 0) = |ݔ| ≤ ଵ
ఈ

, ݔ∀ ∈ ℝ, then for ݔ = ଶଵ
ఈ

, we have 2 ≤ 1 
impossible. 
Definition 13.4. Let A be a nonvoide part of the metric space (ܧ, ݀). The restriction ݀஺ of d 
to A i.e.݀஺: ܣ × ܣ → ℝ₊, is a metric on A called the induced metric from ݀ and (ܣ, ݀஺) is 
called metric subspace of the metric space (ܧ, ݀). 
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Let ߬ௗಲ be, the associated topology to the metric subspace (ܣ, ݀஺) and ߬஺
ௗ the induced 

topology of ߬ௗ on A. Let ݔ ∈ ,ݔ)ௗಲܤ  ,ܣ ,ݔ)஺ܤ respectively) (ݎ ,ܣ) the open ball in ((ݎ ݀஺) 
(respectively the open ball in (ܣ, ߬஺

ௗ). Note that, ܤ஺(ݔ, (ݎ = ܣ ∩ ,ݔ)ܤ  where B(x,r) is the ,(ݎ
open ball in E, centered in ݔ, with radius ݎ > 0 and ܤௗಲ(ݔ, (ݎ = ,ݔ)஺ܤ ݕ indeed if ,(ݎ ∈
,ݔ)ௗಲܤ ,(ݎ ݕ ∈ ,ݔ)and ݀஺ ܣ (ݕ = ,ݔ)݀ (ݕ < ݕ so ,ݎ ∈ ܣ ∩ ,ݔ)ܤ (ݎ = ,ݔ)஺ܤ  ,if now ,(ݎ
ݕ ∈ ,ݔ)஺ܤ (ݎ = ܣ ∩ ,ݔ)ܤ ݕ then ,(ݎ ∈ ,ݔ)݀ and ܣ (ݕ < ,ݔ)so ݀஺ ,ݎ (ݕ = ,ݔ)݀ (ݕ <  implies ݎ
ݕ ∈ ,ݔ)ௗಲܤ  :Then .(ݎ
Corollary 13.4. ߬஺

ௗ = ߬ௗಲ. 
Proof. If, ܷ ∈ ߬஺

ௗ and ݔ ∈ ܷ, there exists ݎ > 0, such that ܤ஺(ݔ, (ݎ = ܣ ∩ ,ݔ)ܤ (ݎ ⊂ ܷ, since 
the open ball ܤௗಲ(ݔ, ,ܣ) centred in x, with radius r in (ݎ ݀஺), is contained in ܤ஺(ݔ,  then ,(ݎ
ܷ ∈ ߬ௗಲ, so ߬஺

ௗ ⊂ ߬ௗಲ. Now, if ݔ ∈ ܷ ∈ ߬ௗಲ, there exists ݎ > 0, such that ܤௗಲ(ݔ, (ݎ ⊂ ܷ, 
since ܤ஺(ݔ, (ݎ ⊂ ,ݔ)ௗಲܤ ܷ then ,(ݎ ∈ ߬஺

ௗ, so ߬ௗಲ ⊂ ߬஺
ௗ. 

 
13.2-Compact metric space 
Before giving a characterization of a compact metric space, we will demonstrate the following 
property. 
Lemma 13.1. In a metric space the assertions ܽ) and ܾ) are equivalent: 

ܽ) Every infinite part has an accumulation point. 
ܾ) Every sequence has a convergence subsequence. 

Proof. ܽ) ⟹ ܾ). Let ܣ =  is a countable part it ܣ be a sequence in the metric space E, as {௡ݔ}
is an infinite part by ܽ) ܣ has an accumulation point ݔ ∈  Because E is 1D-space, by .(ܣ)݈ܿ
proposition 7.5, there is sequence {ݔ௠} ⊂  has a convergence {௡ݔ} .i.e ݔ which converges to ,ܣ
subsequence. ܾ) ⟹ ܽ). Let A be the infinite part in the metric space E. As A containing a 
sequence {ݔ௡} which has a subsequence ൛ݔఝ(௡)ൟ that converges towards ݔ, then ݔ is an 
accumulation point of ܣ. 

The study of compact metric spaces is based on the following fundamental lemma. 
Lemma 13.2. If, in the metric space (ܧ, ݀),  any sequence of the closed part A in E, has a 
convergence subsequence in A. Then, for any open cover ࣯ = {ܷఈ, ߙ ∈ ∆} of ܣ, there is 
ݎ > 0 such that for all ݔ ∈ ,ݔ)ܤ ,ܣ  .࣯ is containing in at last one of the element of (ݎ
Proof. Suppose that, for all ߝ > 0, there is ݔఌ ∈ ఌݔ)ܤ such that ܣ , (ߝ ⊄ ఈܱ , for all ߙ ∈ ∆. 
Then, for all ݊ ∈ ℕ∗, there is ݔ௡ ∈ ܤ such that ,ܣ ቀݔ௡, ଵ

௡
ቁ ⊄ ܷఈ for all ߙ ∈ ∆. As there is a 

subsequence ൛ݔఝ(௡)ൟ of the sequence {ݔ௡} which converges to ܽ ∈ ܣ = ⋃ ܷఈ = ∆∋ఈ(ܣ)݈ܿ , 
then there is ݅ ∈ ∆, such that ܽ ∈ ௜ܷ thus, there is ߩ > 0, such that ܤ(ܽ, (ߩ ⊂ ௜ܷ . Because, for 
all ݔ ∈ ܤ ቀݔఝ(௡), ଵ

௡
ቁ, ݀(ܽ, (ݔ ≤  ݀൫ܽ, ,ఝ(௡)ݔఝ(௡)൯+ ݀൫ݔ ൯ݔ < ଵ

௡
+ ݀൫ܽ, ఝ(௡)ݔ ఝ(௡)൯, andݔ ⟶ ܽ, 

then for  ఘ
ଶ

> 0, there is ݊଴ ∈ ℕ∗ such that for all ݊ > ݊଴, ݀൫ܽ, ఝ(௡)൯< ఘݔ
ଶ
, when ݊ ⟶ +∞ in 

the inequality we obtain ݀(ܽ, (ݔ ≤  ఘ
ଶ

< ܤ then ,ߩ ቀݔఝ(௡), ଵ
௡

ቁ ⊂ ,ܽ)ܤ  (ߩ ⊂ ௜ܷ, for all ݊ > ݊଴, 
contradiction. 

We have shown in lemma 10.2 that, in a compact space, every infinite part has an 
accumulation point, and under the supplementary 1D condition see corollary 10.2 every 
sequence has a convergence subsequence. In a metric space which is 1D-space, we also have 
the reciprocal. 
Theorem 13.3. In a metric space (ܧ, ݀). If, every infinite part has an accumulation point, then 
 .is compact ܧ
Proof. Let ࣩ = { ఈܱ , ߙ ∈ ∆} be an open cover of the closed ܧ, by the lemma 13.1, there is 
ݎ > 0 such that for all ݔ ∈ ,ݔ)ܤ ,ܧ  is containing in at last one of the element of ࣩ. Let (ݎ
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ଵݔ ∈ ܧ then ,ܧ ⊂ ,ଵݔ)ܤ (ݎ ⊂ ଵܱ, where ଵܱ ∈ ࣩ, so E is compact. If not, there is ݔଶ ∈  such ܧ
that ݀(ݔଵ, (ଶݔ ≥ ,ଶݔ)ܤ and ݎ (ݎ ⊂ ܱଶ, where ܱଶ ∈ ࣩ, so ܧ ⊂ ,ଵݔ)ܤ (ݎ ∪ ,ଶݔ)ܤ  (ݎ ⊂ ଵܱ ∪ ܱଶ, 
so E is compact. After a finite number of iterations, we obtain ݌-balls 
,ଵݔ)ܤ ,(ݎ ,ଶݔ)ܤ ,(ݎ … , ,௣ݔ൫ܤ ,൯ which cover E and therefore p-open ଵܱݎ ܱଶ, … , ௣ܱ which cover 
E, so E is compact. The points ݔଵ, ,ଶݔ … , ௜ݔ௣ satisfy ݀൫ݔ , ௝൯ݔ ≥ ݅ for ݎ ≠ ݆. If the number of 
the points ݔଵ, ,ଶݔ … , ,௡ݔ … is infinite, by assumption the sequence {ݔ௡}, has an accumulation 
point ݔ ∈ Then, for ௥ .ܧ

ଶ
> 0 there is ݅ ∈ ℕ∗, such that 0 < ,ݔ)݀ (௜ݔ <  ௥

ଶ
 and for ௥

ଷ
> 0 there is 

݆ ∈ ℕ∗ such that 0 < ݀൫ݔ, ௝൯ݔ < ௥
ଷ
. As, ݎ ≤ ݀൫ݔ௜ , ௝൯ݔ ≤ ௜ݔ)݀ , (ݔ + ݀൫ݔ, ௝൯ݔ < ௥

ଶ
+ ௥

ଷ
<  ,ݎ

contradiction. Conclusion, there is only a finite open bulls centered in ݔଵ, ,ଶݔ … ,  ௣ withݔ
radius ݎ > 0, such that ܧ ⊂∪ଵ

௣ ௜ݔ)ܤ , (ݎ ⊂∪ଵ
௣

௜ܱ, then ܧ is compact. 
As a direct consequence of the lemma 13.1 and theorem 13.3, we have. 

Corollary 13.5. In a metric space E, if any sequence has a convergence subsequence, E is 
compact. 
Lemma 13.3. A part A of the metric space (ܧ, ݀) is relatively compact iffy, any sequence in 
A, has an adherent value in E. 
Proof. Let {ݔ௡} be a sequence in A, as A⊂ (ܣ)݈ܿ ⊂  which is ,(ܣ)݈ܿ is a sequence {௡ݔ} then ܧ
compact, there is a subsequence ൛ݔఝ(௡)ൟ of {ݔ௡} converging to ݔ ∈  is an ݔ then ,(ܣ)݈ܿ
adherent value of {ݔ௡} in E. Conversely, let {ݔ௡} be a sequence in ݈ܿ(ܣ), then for every 
݊ ∈ ℕ∗, there is  ܽ௡ ∈A, such that lim௡⟶ஶ ,௡ݔ)݀ ܽ௡) = 0. As, by assumption the sequence 
{ܽ௡} has an adherent value ܽ ∈  there is a subsequence ൛ܽఝ(௡)ൟ of the sequence {ܽ௡} ,(ܣ)݈ܿ
which converges to ܽ. Because, 0 ≤ ݀൫ܽ, ఝ(௡)൯ݔ ≤  ݀൫ܽ, ܽఝ(௡)൯ + ݀൫ܽఝ(௡),  ఝ(௡)൯, andݔ
lim௡⟶ஶ ݀൫ݔఝ(௡), ܽఝ(௡)൯ = 0, then ݀൫ܽ, ఝ(௡)൯ݔ ⟶ 0, therefore ݈ܿ(ܣ) is compact. 
Lemma 13.4. Let ݂ be a map, from a metric space (ܧ, ݀), into the topological space (ܨ, ߬). 
Then, ݂ is continuous on ܧ iffy, ݂ is continuous on any compact of E. 
Proof. If, ݂ is continuous in E, then it is continuous in any subset of E. Therefore, it is 
continuous in any compact of E. Conversely, let {ݔ௡} be a converging sequence to ݔ in E. As, 
by corollary 13.5, the set {ݔ, ,ଵݔ ,ଶݔ … } is a compact in E and ݂ is continuous on this compact, 
then ݂(ݔ௡ ) ⟶  .in E. Thus, ݂ is continuous on E ݔ so ݂ is continuous in the arbitrary ,(ݔ)݂
Lemma 13.5. A compact metric space is separable. 
Proof. Let (ܧ, ݀) a metric space, because for all ݊ ∈ ℕ∗, the collection ቄܤ ቀݔ, ଵ

௡
ቁ , ݔ ∈  ቅ is ܧ

an open cover of ܧ which is compact, there is a finite set of points of ܧ, say  ܣ௡ =
൛ݔଵ, ,ଶݔ … , ܧ ௞(௡)ൟ suchݔ =∪ଵ

௞(௡) ܤ ቀݔ௜ , ଵ
௡

ቁ. It is clear that, the part ܣ =∪௡ஹଵ  ௡ is a countableܣ
subset of E. It remains, to show that, ݈ܿ(ܣ) =E. Let ݔ ∈ ݔ be, and ܧ ∈ then there is ݊଴ ܧ ∈ ℕ∗ 
such that ܤ ቀݔ, ଵ

௡బ
ቁ ⊂ ,ݔ)ܤ ݆ On the other hand, there is .(ߝ ∈ {1, … , ݇(݊)} such that ݔ ∈

ܤ ቀݔ௝ , ଵ
௡

ቁ for all ݊ ∈ ℕ∗, then ݔ௝ ∈ ܤ ቀݔ, ଵ
௡బ

ቁ. Therefore, for all ݔ ∈ ݔ and all ܧ ∈ ∅ ,ܧ ≠

ܤ ቀݔ, ଵ
௡బ

ቁ ∩ ௡ܣ ⊂ ܤ ቀݔ, ଵ
௡బ

ቁ ∩ ܣ ⊂ ,ݔ)ܤ (ߝ ∩ ܰ As for every .ܣ ∈ ݎ there is  ,(ݔ)ࣨ > 0,  such 
that ݔ)ܤ, (ݎ ⊂ ܰ, then ܰ ∩ ܣ ≠ ∅, hence ݔ ∈  .(ܣ)݈ܿ
Remark 13.1. As by the theorem13.1, a metric space is separable iffy, it is 2D-space. Then, a 
metric compact space E is 2D-space.Therefore, E has a countable basis constitute of the open 
balls. More precisely, the collection ℬ =∪௡ஹଵ ℬ௡, where for all ݊ ∈ ℕ∗, ℬ௡ = ቄܤ ቀݔ௜ , ଵ

௡
ቁ , 1 ≤

݅ ≤ ݇(݊)ቅ  constitutes a basis for the induced metric topology of E. Indeed, for any open ܱ in 
E and any ݔ ∈ ܱ, there is ݎ > 0, such that ݔ)ܤ, (ݎ ⊂ ܱ. Therefore, there is ݊଴ ∈ ℕ∗ such that 
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ܤ ቀݔ, ଵ
௡బ

ቁ ⊂ ,ݔ)ܤ (ݎ ⊂ ܱ. As ݔ ∈ ܧ =∪ଵ
௞(௡) ܤ ቀݔ௜ , ଵ

௡
ቁ, there is ݆ ∈ {1, … , ݇(݊)} such that 

ݔ ∈ ܤ ቀݔ௝ , ଵ
௡

ቁ for all ݊ ∈ ℕ∗, thus ݔ ∈ ܤ ቀݔ௝ , ଵ
௡బ

ቁ. It remains to check that, ܤ ቀݔ௝ , ଵ
௡

ቁ ⊂ ,ݔ)ܤ  .(ݎ

Let ݕ ∈ ܤ ቀݔ, ଵ
௡

ቁ, as ݀(ݔ, (ݕ ≤ ݀൫ݔ, ௝൯ݔ + ݀൫ݔ௝ , ൯ݕ ≤ ଵ
௡బ

+ ଵ
௡

, when ݊ ⟶ ,ݔ)݀ ,∞ (ݕ ≤ ଵ
௡బ

<  .ݎ
So, ݕ ∈ ,ݔ)ܤ (ݎ ⊂ ܱ. 
 
13.3-Product Metric space 

Let (ܧ௜ , ݀௜), 1 ≤ ݅ ≤ ݊ be a finite collection of metric spaces, it is obvious to check that the 
space ܧ = Πଵ

୬ܧ௜ provided with one of the three distance ܦଵ(ݔ, (ݕ = ∑ ݀௜(ݔ௜ , ௜)௡ݕ
ଵ ,ݔ)ଶܦ , (ݕ =

ට∑ ݀௜
ଶ(ݔ௜ , ௜)௡ݕ

ଵ  or ܦஶ(ݔ, (ݕ = maxଵஸ௜ஸ௡ ݀௜(ݔ௜ , ,ݔ ௜), for allݕ ݕ ∈  .is a metric space ,ܧ

Furthermore, ܦஶ ≤ ଶܦ ≤ ଵܦ ≤ ,ଵܦ .ஶ,  i.eܦ݊  ஶ are equivalent and if ߬ is the inducedܦ ଶ andܦ
product topology of ߬ௗ೔ , 1 ≤ ݅ ≤ ݊, then ߬ = ߬஽ಮ . It suffices to consider ܤஶ(ݔ, (ݎ =
Πଵ

୬ݔ)ܤ௜ , ௜ݔ)ܤ where ,(ݎ , (ݎ = ௜ݕ} ∈ ௜ܧ , ݀௜(ݔ௜ , (௜ݕ < 1 ,{ݎ ≤ ݅ ≤ ݊. 
In the case, where the collection {(ܧ௡, ݀௡), ݊ ∈ ℕ} of metric spaces is countable. In general 

we cannot define D1 because the series ∑ ݀௡(ݔ௡, ௡)ஶݕ
଴  is not always convergent. On the other 

hand, by considering the distances on ܧ௡, (ݔ௡, (௡ݕ ↦  ଵ
ଶ೙

ௗ೙(௫೙,௬೙)
ଵାௗ೙(௫೙,௬೙)

 which are t-equivalent to 

the distance ݀௡, for all ݊ ∈ ℕ∗. We can define for all ݔ, ݕ ∈ ,ݔ)݀ ܧ (ݕ = ∑ ଵ
ଶ೙

ௗ೙(௫೙,௬೙)
ଵାௗ೙(௫೙,௬೙)

ஶ
ଵ  

which is well defined, whose induced topology ߬ௗ is identical to the product topology ߬. 
Where for ݎ > 0 and ݔ ∈ ,ݔ)௡ܤ} the collection ,ܧ ,(ݎ 1 ≤ ݊ ≤ ݅}, with ܤ௡(ݔ, (ݎ =
ቄݕ ∈ ,ܧ ௗ೙(௫೙,௬೙)

ଵାௗ೙(௫೙,௬೙)
< ቅ, 1ݎ ≤ ݊ ≤ ݅ constitute a basis of this product topology. To prove that 

߬ = ߬ௗ. Let, for 1 ≤ ݊ ≤ ,ݔ)௡ܤ ,݅ ,ݔ)ܤ then (ݎ of E, where 0 (ߩ < ߩ ≤ ௥
ଶ೙ ≤  is containing in ݎ

,ݔ)௡ܤ ݕ Because, if .(ݎ ∈ ,ݔ)ܤ ,ݔ)݀ ,(ߩ (ݕ = ∑ ଵ
ଶ೙

ௗ೙(௫೙,௬೙)
ଵାௗ೙(௫೙,௬೙)

ஶ
ଵ < then ௗ೙(௫೙,௬೙) ߩ

ଵାௗ೙(௫೙,௬೙)
<  2௡, soߩ

for 2ߩ௡ ≤ ,ݔ)ܤ ,ݎ (ߩ ⊆ ܤ ቀݔ, ௥
ଶ೙ቁ ⊆ ,ݔ)௡ܤ ,ݔ)ܤ Conversely, let .(ݎ  be in E, then for (ߩ

1 ≤ ݊ ≤ ,ݔ)௡ܤ ,݅ (ݎ ⊆ ,ݔ)ܤ ݎ where ,(ߩ = ఘ
ଶ
. Because, if ݕ ∈ ,ݔ)௡ܤ then ௗ೙(௫೙,௬೙) ,(ݎ

ଵାௗ೙(௫೙,௬೙)
<r for 

1 ≤ ݊ ≤ ݅. As for ݅ big enough, ∑ ଵ
ଶ೙

ஶ
௜ାଵ ⟶ 0, for ݎ > 0, there is ݅ ∈ ℕ∗ such that for all 

݊ > ݅, we have ∑ ଵ
ଶ೙

ஶ
௜ାଵ < ,ݔ)݀ ,So .ݎ (ݕ = ∑ ଵ

ଶ೙
ௗ೙(௫೙,௬೙)

ଵାௗ೙(௫೙,௬೙)
ஶ
ଵ = ∑ ଵ

ଶ೙
ௗ೙(௫೙,௬೙)

ଵାௗ೙(௫೙,௬೙)
௜
ଵ +

∑ ଵ
ଶ೙

ௗ೙(௫೙,௬೙)
ଵାௗ೙(௫೙,௬೙)

ஶ
௜ାଵ <rቀ∑ ଵ

ଶ೙
௜
ଵ ቁ + ∑rቀ>ݎ ଵ

ଶ೙
ஶ
ଵ ቁ +  .ߩ =2r=ݎ

Example 13.3. let ݈ଶ = ݔ} = {௡ݔ} ⊂ ℝ, ∑ ௡ݔ
ଶஶ

ଵ < +∞ } be, the set of summable square 
numerical sequences. The function ݀: ݈ଶ × ݈ଶ ⟶ ℝା defined by ݀(ݔ, (ݕ =  ඥ∑ ௡ݔ) − ௡)ଶஶݕ

ଵ , 
for all ݔ, ݕ ∈ ݈ଶ is a metric. As (ݔ௡ ± ௡)ଶݕ ≤ ௡ݔ)2

ଶ + ௡ݕ
ଶ), ݀(ݔ,  is well defined. The (ݕ

conditions ݉ଵ) and ݉ଶ) in the metric’s definition are obviously checked. Concerning the 

condition ݉ଷ) it suffices to take the limit when ݇ ⟶ ∞ in the inequality: ට∑ ௡ݔ) − ௡)ଶ௞ݕ
ଵ ≤

ට∑ ௡ݔ) − ௡)ଶ௞ݖ
ଵ + ට∑ ௡ݖ) − ௡)ଶ௞ݕ

ଵ , where ݔ, ,ݕ ݖ ∈ ݈ଶ.  

Definition 13.5. A space (ܧ, ߬), by is said to be metrizable if, there is a metric ݀ in ܧ, such 
that the topology ߬ௗ induced by ݀ is equal to ߬. 

As we have already seen, a metric offers one of the most important definition of the 
topology of a space, and that a metric space is 1D-space and it is normal. Therefore, in a space 
devoid at least one of these two properties, it is impossible to define the topology using a 
metric. However, we have the following theorem, which is relatively simple in comparison 
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with to other metrization theorems and it is an highly useful result, for determining whether a 
given space is metrizable. 
Theorem13.4. (Urysohn’s metrization theorem). The regular, 2D-space is metrizable. 
Proof.  As E is regular and 2D-space, by, corollary 10.12, E is normal and has a countable 
basis ℬ = ,௡ܤ} ݊ ∈ ℕ}. By corollary 5.6, we can consider the family of all pairs ൫ܤ௜ ,  ,௝൯ of ℬܤ
with ݈ܿ(ܤ௜) ⊂ ,௝, clearly this family is countable, so we can write the pairs as ଵܲܤ ଶܲ, … , ௡ܲ, …. 
Since, ܤ௡ೕ

஼  is closed and ݈ܿ൫ܤ௡೔൯ ∩ ௡ೕܤ
஼ = ∅, by theorem 8.1 (Urysohn’s lemma), for all pair 

௡ܲ = ቀܤ௡೔ , :௡ೕቁ, there is a continuous function ௡݂ܤ ܧ ⟶ [0,1] such that ௡݂ ቀ݈ܿ൫ܤ௡೔൯ቁ = 0 and 

௡݂ ቀܤ௡ೕ
஼ ቁ = 1. We will verify that, a function ݀: ܧ × ܧ ⟶ ℝା, defined by, for all ݔ, ݕ ∈  ,ܧ

,ݔ)݀ (ݕ = ∑  ଵ
ଶ೙ | ௡݂(ݔ) − ௡݂(ݕ)|ஶ

ଵ  which is well defined, is a metric. It follows to check the 
conditions ݉ଵ), ݉ଶ)and ݉ଷ) in the definition 4.1. 
݉ଵ) Let ݔ, ݕ ∈ ݔ be, such that ܧ ≠ ݔ .i.e ,ݕ ∈ ஼{ݕ} , which is open in Tଵ-space, by the 
corollary 5.6, there is ݇ ∈ ℕ such that ௞ܲ = ,ܤ) ݔ ᇱ), withܤ ∈ ܤ ⊂ (ܤ)݈ܿ ⊂ ᇱܤ ⊂  ஼. By{ݕ}
Urysohn’s lemma, there is a function ௞݂: ܧ ⟶ [0,1] such that ௞݂൫݈ܿ(ܤ)൯ = 0 and ௞݂൫ܤᇱ஼൯ =
1, as ݔ ∈ ݕ and (ܤ)݈ܿ ∈ ᇱ஼ܤ , then ௞݂(ݔ) = 0 and ௞݂(ݕ) = 1, then | ௞݂(ݔ) − ௞݂(ݕ)| = 1, 
therefore ݀(ݔ, (ݕ > 0. If, now, ݔ = (ݔ)then ௡݂ ,ݕ = ௡݂(ݕ) for all ݊ ∈ ℕ, so ݀(ݔ, (ݕ = 0. 
݉ଶ) As, for all ݔ, ݕ ∈ ݊ and for all ܧ ∈ ℕ, | ௡݂(ݔ) − ௡݂(ݕ)| = | ௡݂(ݕ) − ௡݂(ݔ)|, then ݀(ݔ, (ݕ =
,ݕ)݀  (ݔ
݉ଷ) As, for all ݔ, ,ݕ ݖ ∈ ݊ and for all ܧ ∈ ℕ, | ௡݂(ݔ) − ௡݂(ݕ)| ≤ | ௡݂(ݔ) − ௡݂(ݖ)| +
| ௡݂(ݖ) − ௡݂(ݕ)|, then ݀(ݔ, (ݕ = ∑  ଵ

ଶ೙ | ௡݂(ݔ) − ௡݂(ݕ)| ≤ஶ
ଵ ∑  ଵ

ଶ೙ (| ௡݂(ݔ) − ௡݂(ݖ)| +ஶ
ଵ

  .ݕ,ݖ݀ +ݖ,ݔ݀= ݕ݂݊−ݖ12݂݊݊ ∞1+ݖ݂݊−ݔ12݂݊݊ ∞1=ݕ݂݊−ݖ݂݊
It remains to prove that ߬ is induced by the metric ݀. By the corollary 13 1 it suffices to prove 
that, if ܣ ⊂ ܽ and ܧ ∈ ܽ  Then .ܧ ∈ ܧ in (ܣ)݈ܿ ⇔ ߝ∀ > 0, ∃ܽఌ ∈ ;ܣ  ݀(ܽఌ , ܽ) <   ߝ
" ⟹ " Let ܽ ∈ ߝ be and (ܣ)݈ܿ > 0, since the sequence  ଵ

ଶ೙ ⟶ 0, there is N∈ ℕ∗ such that, for 

all ݊ > ܰ,  ଵ
ଶ೙ < ఌ

ଶ
 , then ଵ

ଶಿశభ < ఌ
ଶ
. As, for all ݅ ∈ {1, … , ܰ}, the function ௜݂ is continuous from 

into [0,1] and ఌ ܧ
ସே

> 0,  by proposition 7.11, there is ଵܱ, … , ௜ܱ , … , ܱே ∈ ߬ containing ܽ, such 
that for all ݔ, ݕ ∈ ௜ܱ , | ௜݂(ݔ) − ௜݂(ݕ)| < ఌ

ସே
. Because the set O=∩௜ୀ଴

ே
௜ܱ is an open containing 

ܽ, then ܱ ∩ ܣ ≠ ∅, so there is ܽఌ ∈ ܱ ∩  then ,ܣ
݀(ܽ, ܽఌ) =
∑  ଵ

ଶ೙ | ௡݂(ܽ) − ௡݂(ܽఌ)|ஶ
ଵ =∑  ଵ

ଶ೔ | ௜݂(ܽ) − ௜݂(ܽఌ)|ே
ଵ + ∑  ଵ

ଶ೔ | ௜݂(ܽ) − ௜݂(ܽఌ)| <ஶ
ேାଵ ∑ 2 ቀ ఌ

ସே
ቁே

ଵ +

∑  ቀ ଶ
ଶ೔ቁஶ

ேାଵ =ఌ
ଶ

+ ଶ
ଶಿశభ ∑  ቀଵ

ଶ
ቁ

௜
ஶ
଴ =ఌ

ଶ
+ ସ

ଶಿశభ < ఌ
ଶ

+ ఌ
ଶ

=  .ߝ
" ⟸ " Suppose that ܽ ∈ ߝ∀ satisfies  ܧ > 0, ∃ܽఌ ∈ ;ܣ  ݀(ܽఌ , ܽ) < ܽ but ,ߝ ∉  then there ,(ܣ)݈ܿ 
is ܱ ∈ ߬ containing ܽ, such that ܱ ∩ ܣ = ∅, then the closed {ܽ} ⊂ ܱ. Once again, by the 
corollary 5.6 and Urysohn’s lemma, there is a pair of basis elements ௞ܲ = ,ܤ)  ᇱ), whichܤ
satisfies ܽ ∈ ܤ ⊂ (ܤ)݈ܿ ⊂ ᇱܤ ⊂ ܱ and there is a function ௞݂: ܧ ⟶ [0,1] as ݈ܿ(ܤ) and ܤᇱ஼ are 
two disjoint closed, then ௞݂(ܽ) = 0 and ௞݂(ܾ) = 1, for all ܾ ∈ | ᇱ஼, soܤ ௞݂(ܽ) − ௞݂(ܾ)| = 1. 
As for 0 < ߝ < ଵ

ଶೖ we have ݀(ܽ, (ݔ ≥ ଵ
ଶೖ > ݔ for all ߝ ∈ ݔ) ,ܣ ∉ ܱ then ݔ ∉ ݔ ᇱ, soܤ ∈  ,(ᇱ஼ܤ

contradiction. 
As we noticed in example 4.1 c) and example 5.2 c) iii). The uncountable discrete space is 

a metric space which is not 2D-space. Then, we don't have the opposite in the theorem 13.4. 
But under the compact assumption we have. 
Corollary 13.6. Let E a compact Hausdorff space. Then, E is metrizable iffy it is 2D-space. 
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Proof. As, a compact Hausdorff space is normal, if in addition it is 2D-space, by the theorem 
13.4 it is metrizable. Conversely, from the theorem 13.1 and the corollary 13.5, the metric 
compact space is 2D-space.  
Remar 13.1. 

ܽ) Let ܭ = ቂ0, ଵ
௡

ቃ
ℕ∗

,  be the set of all numerical sequences {ݔ௡} ⊂ ቂ0, ଵ
௡

ቃ, enjoyed by the 

metric ݀(ݔ, (ݕ =  ඥ∑ ௡ݔ) − ௡)ଶஶݕ
ଵ ,  where ݔ, ݕ ∈  It is clear that ܳ is a metric space .ܭ

containing in ݈ଶ. The set ܳ = [0,1]ℕ under the sup metric ݀(ݔ, (ݕ = sup௡∈ℕ|ݔ௡ −  ௡|, whereݕ
,ݔ ݕ ∈ ܳ is said to be a Hilbert cub and it is identified up to homeomorphisms with ܭ. By 
Tychonoff’s theorem ܳ is compact. Therefore ܳ is compact metrizable space and hence it is 
normal 2D-space. So a space is a normal 2D-space⟺it is homeomorphe to ܳ. 
ܾ) We can also prove the theorem 13.4, by using the lemma 8.2 (embidding lemma) to 
check, with almost the same tools used in the proof of theorem 12.2, that the space E can be 
embedded in the compact metric Hilbert cub [0,1]ℕ. Therefore ܧ is metrizable. 
Corollary 13.7. Let {(ܧ௜ , ݀௜), 1 ≤ ݅ ≤ ݊} be a finite collection of metric spaces and ܧ =
Πଵ

୬ܧ௜. Then, the sequence {ݔ௡} converges to ݔ in (ܧ, ௡ݔஶ) iffy,  the sequence ൛ܦ
௜ ൟ converges 

to ݔ௜, in (ܧ௜ , ݀௜), for all 1 ≤ ݅ ≤ ݊. 
Proof. As 0 ≤ ݀௜൫ݔ௣

௜ , ௤ݔ
௜ ൯ ≤ ,௣ݔஶ൫ܦ ,݌ ௤൯, for allݔ ݍ ∈ ℕ∗ and for all 1 ≤ ݅ ≤ ݊. If, 

,௣ݔஶ൫ܦ ௤൯ݔ ⟶ 0, then ݀௜൫ݔ௣
௜ , ௤ݔ

௜ ൯ ⟶ 0, for all 1 ≤ ݅ ≤ ݊. Reciprocally, let ߝ > 0, as for all 
1 ≤ ݅ ≤ ݊, and for all ݌, ݍ ∈ ℕ∗, ݀௜൫ݔ௣

௜ , ௤ݔ
௜ ൯ ⟶ 0, there is ݊଴

௜ ∈ ℕ∗, such that for all ݌ >
݊଴

௜ , ݍ > ݊଴
௜ , we have ݀௜൫ݔ௣

௜ , ௤ݔ
௜ ൯ < for all 1 ,ߝ ≤ ݅ ≤ ݊. So, supଵஸ௜ஸ௡ ݀௜൫ݔ௣

௜ , ௤ݔ
௜ ൯ <  for ,ߝ

݊଴= supଵஸ௜ஸ௡݊଴
௜  and all ݌ > ݊଴, ݍ > ݊଴, we have ܦஶ൫ݔ௣, ௤൯ݔ <  .ߝ

 
14-Complete metric space, fixed point theorem 

 
14.1-Cauchy sequence 
Definition14.1. A sequence {ݔ௡} in a metric space (ܧ, ݀) is said to be a Cauchy sequence or 
simply a Cauchy if, for all ߝ > 0 there is ݊଴ ∈ ℕ∗ (݊଴ depends to  ߝ) such that, for all 
,݌ ݍ >  ݊଴,  we have ݀൫ݔ௣, ௤൯ݔ < Equivalently, lim௣,௤⟶ାஶ .ߝ  ݀൫ݔ௣,  .௤൯=0ݔ
Note that, the definition 14.1 remains true when the inequalities ݌, ݍ >  ݊଴, and ݀൫ݔ௣, ௤൯ݔ <
 .are large .,ߝ 
Proposition 14.1. The Cauchy sequence is bounded. 
Proof. If, {ݔ௡} is a Cauchy sequence, for ߝ = 1, there is ݊଴ ∈ ℕ∗ such that, for all ݌ >  ݊଴, 
ݍ >  ݊଴ we have ݀൫ݔ௣, ௤൯ݔ <  1. As, for all ݊, ݌ ∈ ℕ∗, ݀൫ݔ௡బ , ௡൯ݔ ≤  ݀൫ݔ௡బ , ௣൯ݔ + ݀൫ݔ௣,  ௡൯ݔ
then, for all ݊ >  ݊଴, ݌ >  ݊଴, ݀൫ݔ௡బ , ௡൯ݔ <  ݀൫ݔ௡బ , ௣൯ݔ + 1. So for all ݊ ∈ ℕ∗, ݀൫ݔ௡బ , ௡൯ݔ ≤
௡బݔଵஸ௣ஸ௡బ݀൫ݔܽ݉  , ௣൯ݔ + 1=r i.e. {ݔ௡} ⊂ ௡బݔ൫ܤ ,  .is bounded {௡ݔ} ൯, thusݎ
Proposition 14.2. In a metric space, every convergence sequence is a Cauchy. 
Proof. Let ߝ > 0 be, as {ݔ௡} converges to ݔ in the metric space (ܧ, ݀), then when ݌, ݍ ∈ ℕ∗ 
tend towards +∞, ݀൫ݔ௣, ,௤ݔ൯ and ݀൫ݔ ൯ tend towards 0. As 0ݔ ≤ ݀൫ݔ௣, ௤൯ݔ ≤  ݀൫ݔ௣, ൯ݔ +
݀൫ݔ, ,݌ ௤൯  So, whenݔ ݍ ∈ ℕ∗ tend towards +∞, ݀൫ݔ௣, ௤൯ݔ ⟶ 0. 
Remark 14.1. 

ܽ) The reciprocal of the proposition 14.1, is not true. Indeed, in the usual metric space ℝ, 
the sequences {݊݅ݏ(݊)}, {(−1)௡} are bounded but there are not a Cauchy. 

ܾ) The reciprocal of the proposition 14.2, is not allows true. Indeed, in the metric space 
]0,1], the sequence ቄଵ

௡
ቅ is a Cauchy but it is not convergent in ]0,1]. 

Proposition 14.3. A subsequence of a Cauchy is also a Cauchy. 
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Proof. As {ݔ௡} is a Cauchy in the metric space (ܧ, ݀), there is ݊଴ ∈ ℕ∗ such that, for all 
݌ >  ݊଴, ݍ >  ݊଴ we have ݀൫ݔ௣, (݌)߮ ,{௡ݔ} ఝ(௡)ൟ is a subsequence ofݔSo, if ൛ .ߝ >௤൯ݔ ≥ ݌ >
 ݊଴ and ߮(ݍ) ≥ ݍ >  ݊଴ then ݀൫ݔఝ(௣),  .ఝ(௡)ൟ is a Cauchyݔtherefore ൛ ,ߝ>ఝ(௤)൯ݔ
Proposition 14.4. If a subsequence of a Cauchy converges to ݔ, then the Cauchy also 
converges to ݔ. 
Proof. Let ൛ݔఝ(௡)ൟ be a subsequence of the Cauchy {ݔ௡}, which converges to ݔ in the metric 
space (ܧ, ݀). As 0 ≤ ,௡ݔ)݀  (ݔ ≤   ݀൫ݔ௡, ఝ(௡)൯ݔ +  ݀൫ݔఝ(௡), ݊ ൯ for allݔ ∈ ℕ and 
݀൫ݔ௡, ఝ(௡)൯ݔ ⟶ 0, ݀൫ݔఝ(௡), ൯ݔ ⟶ 0, when ݊ ⟶ 0, then ݀(ݔ௡, (ݔ ⟶ 0, when ݊ ⟶ 0. So 
 .ݔ converges to {௡ݔ}
It is clear that: 
Corollary 14.1. If, the sequence ܣ௡ = ௞ݔ} , ݇ ≥ ݊} in the metric space (ܧ, ݀) satisfies 
(௡ܣ)ߜ ⟶ 0, then the sequence {ݔ௡} is a Cauchy. 
Definition 14.2. The map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) is said to be continuous in ݔ଴ ∈   .ܧ
If, for all ߝ > 0, there is ߜ > ݔ such that, for all ,(ߝ  ଴ andݔ depends to ߜ) 0 ∈  satisfies ܧ
0 < ,ݔ)݀ (଴ݔ < ,(ݔ)we have ݀ᇱ൫݂ ,ߜ ൯(଴ݔ)݂ <  is said to be continuous on E, if it is ݂ .ߝ
continuous in any element of E. 

We will now introduce, a property closely related to metric spaces. 
Definition 14.3. The map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) is said to be uniformly continuous on ܧ.  
If, for all ߝ > 0, there is ߜ > ,ݔ such that, for all ,(ߝ depends to ߜ) 0 ݕ ∈ satisfies 0 ܧ <
,ݔ)݀ (ݕ < ,(ݔ)we have ݀ᇱ൫݂ ,ߜ ൯(ݕ)݂ <  .ߝ
Remark 14.2. 

ܽ) The definitions 14.2 and 14.3, remains true when, the second and third inequalities are 
large. 

ܾ) The uniform continuity implies the continuity. It suffices to take ݕ =  ଴ in theݔ
definition 14.2. 

ܿ) The Continuity dos not implies the uniform continuity.  
Example 14.1. The function ݔ ∈ ℝ ↦ (ݔ)݂ = ଶݔ ∈ ℝା is continuous on (ℝ, ݀௨). But, for 
ߝ = 1 and for any ߜ > 0, there is ݔఋ=ଵ

ఋ
ఋ=ଵݕ ,

ఋ
+ ఋ

ଶ
∈ ℝା

∗ , such that ݀௨(ݔఋ , (ఋݕ = ఋݔ| −
 .Then, ݂ is not uniformly continuous on ℝ .1<24ߜ+1=ߜݕ݂−ߜݔ݂=ߜݕ݂,ߜݔ݂ݑ݀ but ߜ>2ߜ=ߜݕ

Corollary 14.2. Let ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) be uniformly continuous on ܧ Then, the image 
,ܨ) in the metric {(௡ݔ)݂} ݀ᇱ) of the Cauchy {ݔ௡} in the metric space (ܧ, ݀) is a Cauchy. 
Proof. Let ߝ > 0 be, as ݂ is uniformly continuous on ܧ, there is ߜ > 0 such that, for any 
,ݔ ݕ ∈ satisfying 0 ܧ < ,ݔ)݀ (ݕ < ,(ݔ)we have ݀ᇱ൫݂ ,ߜ ൯(ݕ)݂ <  is a Cauchy, in the {௡ݔ} As .ߝ
metric space (ܧ, ݀), for ߜ > 0, there is ݊଴ ∈ ℕ∗ such that, for all ݌ > ݊଴, ݍ > ݊଴ we have 
݀൫ݔ௣, ௤൯ݕ < so ݀ᇱ ,ߜ ቀ݂൫ݔ௣൯, ݂൫ݕ௤൯ቁ <  .is a Cauchy in F {(௡ݔ)݂} it follows that ,ߝ
Remark 14.3. The image by the continuous map, of the Cauchy is not allows a Cauchy, as 
shown in the following example:  
Example 14.2. the function ݂: (ℝା

∗ , ݀௨) ⟶ (ℝା
∗ , ݀௨) be, defined by: ݂(ݔ) = ଵ

௫
 , for all 

ݔ ∈ ℝା
∗ . The sequence ቄଵ

௡
ቅ is a Cauchy in (ℝା

∗ , ݀௨), indeed for any ߝ > 0, there is ݊଴ =

ቂଶ
ఌ
ቃ+1∈ ℕ∗, where ቂଶ

ఌ
ቃ is the integer part of ଶ

ఌ
, such that, for all ݌ >  ݊଴, ݍ >  ݊଴ we have 

ቚଵ
௣

− ଵ
௤

ቚ< ߝ. But the sequence ቄ݂ ቀଵ
௡

ቁቅ={݊} is not a Cauchy, since for ߝ = 1, and any ݊ ∈ ℕ∗, 
there are ݌ = ݊ + 1 and ݍ = 2݊ + 1 such that |2݊ + 1 − ݊| = ݊ ≥ 1. 
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Theorem 14.1. The map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) is uniformly continuous on ܧ, iffy for any 
sequences {ݔ௡} and {ݕ௡} in ܧ, satisfying ݀(ݔ௡, (௡ݕ ⟶ 0, we have ݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ⟶ 0. 
Proof. Let ߝ > 0 be, as ݂ is uniformly continuous on ܧ, there is ߜ > 0 such that, for any 
,ݔ ݕ ∈ satisfying 0 ܧ < ,ݔ)݀ (ݕ < ,(ݔ)we have ݀ᇱ൫݂ ,ߜ ൯(ݕ)݂ < ,௡ݔ)݀ Because .ߝ (௡ݕ ⟶ 0, 
for ߜ > 0, there is ݊଴ ∈ ℕ∗ such that, for all ݊ > ݊଴ we have ݀(ݔ௡, (௡ݕ <  so ,ߜ
݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ <  ,Conversely .ߝ
Suppose that, ݂ is not uniformly continuous on ܧ, i.e. there is ߝ > 0, such that for all ݊ ∈ ℕ∗, 
there are ݔ௡ and ݕ௡ in E satisfying ݀(ݔ௡, (௡ݕ < ଵ

௡
 but ݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ≥  Because .ߝ

,௡ݔ)݀ (௡ݕ ⟶ 0 and lim௡⟶ஶ ݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ≥  .contradiction ,0<ߝ
Corollary 14.3. The composition of two uniformly continuous maps, is uniformly 
continuous. 
Proof. Let ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ), ݃: ,ܨ) ݀ᇱ) ⟶ ,ܩ) ݀ᇱᇱ) are two maps ant let {ݔ௡} and {ݕ௡} in ܧ, 
satisfying ݀(ݔ௡, (௡ݕ ⟶ 0, as ݂ is uniformly continuous on E, by the theorem 14.1, 
݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ⟶ 0, because ݃ is uniformly continuous on F, always by the theorem 14.1 
݀ᇱᇱ൫(݃ ∘ ,(௡ݔ)(݂ (݃ ∘ ൯(௡ݕ)(݂ ⟶ 0, i.e. the composition map ݃ ∘ ,ܧ) :݂ ݀) ⟶ ,ܩ) ݀ᇱᇱ) is 
uniformly continuous on E. 

As given, in the following result. In the compact metric space, the continuity implies the 
uniform continuity. 
Theorem 14.2. Any continuous map ݂ from the compact metric space (ܧ, ݀), into the metric 
one (ܨ, ݀ᇱ), is uniformly continuous. 
Proof. Suppose that, ݂ is not uniform continuous from (ܧ, ݀) into (ܨ, ݀ᇱ), by the theorem 
14.1, there are sequences {ݔ௡} and {ݕ௡} in ܧ, satisfying ݀(ݔ௡, (௡ݕ ⟶ 0, but 
݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ↛ 0. As E is compact there are subsequences ൛ݔఝ(௡)ൟ and ൛ݕఝ(௡)ൟ, such that 
ఝ(௡)ݔ ⟶ ݔ ∈ ఝ(௡)ݕ ,ܧ ⟶ ݕ ∈ ,ఝ(௡)ݔBecause ݀ is continuous,  ݀൫  .ܧ ఝ(௡)൯ݕ ⟶ ,ݔ)݀ =0  ,(ݕ
then ݔ = By the continuity of ݀ᇱ and ݂, ݀ᇱ .ݕ ቀ݂൫ݔఝ(௡)൯, ݂൫ݕఝ(௡)൯ቁ ⟶ ݀ᇱ൫݂(ݔ), ൯(ݔ)݂ = 0, 
contradiction. Because ݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ↛ 0, implies that, there is ߜ > 0, such that for any 
݊ ∈ ℕ∗ there is ܰ ∈ ℕ∗, when ݊ > ܰ, ݀ᇱ൫݂(ݔ௡), ൯(௡ݕ)݂ ≥ ݊ as for any ,ߜ ∈ ℕ∗, ߮(݊) ≥ ݊ >
 ܰ then ݀ᇱ ቀ݂൫ݔఝ(௡)൯, ݂൫ݕఝ(௡)൯ቁ ≥ it follows that ݀ᇱ ,ߜ ቀ݂൫ݔఝ(௡)൯, ݂൫ݕఝ(௡)൯ቁ ↛ 0. 
Remark 14.4. Any continuous map ݂ from the compact subspace (ܭ, ݀௄) of the metric space 
,ܧ) ݀), into the metric one (ܨ, ݀ᇱ), is uniformly continuous on K. 

On a metric spaces, in addition to the definition of a topological isomorphism or the 
homeomorphism, we also define, the uniform isomorphism, i.e. a uniformly continuous, 
bijective map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) where its reciprocal map ݂ିଵ: ,ܨ) ݀ᇱ) ⟶ ,ܧ) ݀) is 
uniformly continuous. Clearly, the uniform isomorphism is an homeomorphism; but the 
reverse is false. The bijective map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) is said to be a uniform isometric if, 
for all ݔ, ݕ ∈ ,(ݔ)ᇱ൫݂݀ ,ܧ ൯(ݕ)݂ = ,ݔ)݀  It is clear, from the theorem 14.1 that, the uniform .(ݕ
isometric is a uniform isomorphism. 
Example 14.3. The identity map ݅: (ℝା, ݀) ⟶ (ℝା, ݀ᇱ) where for all ݔ, ݕ ∈ ℝା, ݀(ݔ, (ݕ =
ݔ| − ,ݔ)and ݀ᇱ |ݕ (ݕ = ଶݔ| −  .ଶ| is neither uniform isometric nor uniform isomorphismݕ
Because, for ݔ = 0, ݕ = ଵ

ଶ
, ݀ ቀ0, ଵ

ଶ
ቁ = ଵ

ଶ
≠ ݀ᇱ ቀ0, ଵ

ଶ
ቁ = ଵ

ସ
 and for ݔ௡ = ݊, ௡ݕ = ݊ + ଵ

௡
 , ݀ ቀ݊, ݊ +

1݊=1݊⟶0, but ݀′݊,݊+1݊=2+1݊2⟶2. 

Definition 14.4. Two metrics ݀ and ݀ᇱ over the space ܧ, are said to be ݑ-equivalent if, both 
the identity map ݅: ,ܧ) ݀) ⟶ ,ܧ) ݀ᇱ), and its inverse ݅ିଵ: ,ܧ) ݀ᇱ) ⟶ ,ܧ) ݀), are uniformly 
continuous. 
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Proposition 14.5. Two equivalent metrics are ݑ-equivalent. 
Proof. Let ݀ and ݀ᇱ two equivalent metrics over the space ܧ i.e. there are ߙ, ߚ ∈ ℝା

∗  such that 
for all ݔ, ݕ ∈ ,ܧ ,ݔ)݀ߙ (ݕ ≤ ݀ᇱ(ݔ, (ݕ ≤ ,ݔ)݀ߚ .(ݕ (∗) Then, for any sequences {ݔ௡} and  {ݕ௡} 
satisfying ݀(ݔ௡, (௡ݕ ⟶ 0, we have ݀ᇱ(ݔ௡, ,(௡ݔ)௡)=݀ᇱ൫݅ݕ ൯(௡ݕ)݅ ⟶ 0, by the theorem 14.1 the 
identity map ݅: ,ܧ) ݀) ⟶ ,ܧ) ݀ᇱ) is uniformly continuous. As (∗) implies that ݀ᇱ(ݔ, (ݕ ≤
,ݔ)݀ߚ (ݕ ≤ ఉ

ఈ
݀ᇱ(ݔ, ,ݔ for all ,(ݕ ݕ ∈  satisfying {௡ݕ}  and {௡ݔ} Then, for any sequences .ܧ

݀ᇱ(ݔ௡, (௡ݕ ⟶ 0, we have ݀(ݔ௡, ,(௡ݔ)௡)=݀൫݅ିଵݕ ݅ିଵ(ݕ௡)൯ ⟶ 0, by the theorem 14.1 the 
inverse identity map ݅ିଵ: ,ܧ) ݀ᇱ) ⟶ ,ܧ) ݀), is uniformly continuous. Clearly the identity map 
is one to one, then it is ݑ-equivalent. 
Remark 14.3.  

ܽ) The reverse in the proposition 14.5 is not true, as shown in the following example. Let 
,ܧ) ݀) be a metric space, we have seen, in the example 13.2 that, the two metrics ݀ and 
݀ᇱ = ௗ

ଵାௗ
 over ܧ are not equivalent. Let us proof that, ݀ and ݀ᇱ are ݑ-equivalent. As 0 ≤

݀ᇱ(ݔ, (ݕ ≤ ,ݔ)݀ ,௡ݔ)݀ satisfying {௡ݕ}  and {௡ݔ} Then, for any sequences .(ݕ (௡ݕ ⟶ 0, we 
have ݀ᇱ(ݔ௡, ,(௡ݔ)௡)=݀ᇱ൫݅ݕ ൯(௡ݕ)݅ ⟶ 0, by the theorem 14.1 the identity map ݅: ,ܧ) ݀) ⟶
,ܧ) ݀ᇱ) is uniformly continuous. In the other hand, for any ߝ > 0,  there is ߜ ∈ ቃ0, ఌ

ଵାఌ
ቃ such 

that for all ݔ, ݕ ∈ 0  ,ܧ < ݀ᇱ(ݔ, (ݕ < ,(ݔ)we have ݀൫݅ିଵ ,ߜ ݅ିଵ(ݕ)൯ = ,ݔ)݀ (ݕ <  then the ,ߝ
inverse identity map ݅ିଵ: ,ܧ) ݀ᇱ) ⟶ ,ܧ) ݀), is uniformly continuous. Therefore, ݀ and ݀ᇱ are 
 .equivalent-ݑ

ܾ) Clearly, the uniform isometric map, exchange the Cauchy sequences i.e. If, ݂: ,ܧ) ݀) ⟶
,ܨ) ݀ᇱ)  is a uniform isometric. Then, {ݔ௡} is a Cauchy in E iffy {݂(ݔ௡)} is a Cauchy in F.  
Corollary 14.4. Two ݑ-equivalent metrics are ݐ-equivalent. 
Proof. It is deduced from the remark 14.2. ܽ). 
From the proposition 14.5, the remark 14.3.and the corollary 14.2 it follows that: 
Equivalent metrics⟹u-equivalent ܛ܋ܑܚܜ܍ܕ ⟹t-equivalent metrics 
and, none of the reverse implications is true.  

Another interesting type of application, also related to metric space is. 
Definition 14.5. The map ݂: ,ܧ) ݀) ⟶ ,ܨ) ݀ᇱ) is said to be Lipshitz with the ratio ݇  or ݇-
Lipshitz. If, there is ݇ > 0, such that, ݀ᇱ൫݂(ݔ), ൯(ݕ)݂ ≤ ,ݔ)݀݇ ,ݔ for all ,(ݕ ݕ ∈  When .ܧ
0 < ݇ < 1, ݂ is said to be a contraction mapping. 
Remark 14.5. It is obvious that, any ݇-Lipshitz map is uniform continuous, and the 
composition of two ݇-Lipshitz maps is ݇-Lipshitz. 
Example 14.4.  

ܽ) Since for all ݔ, ݕ ∈ ℝ, ห|ݔ| − ห|ݕ| ≤ ݔ| − :݂ then the function ,|ݕ (ℝ, ݀௨) ⟶ (ℝା, ݀௨), 
defined by ݂(ݔ) = ݔ for all ,|ݔ| ∈ ℝ is 1-Lipshitze. 

ܾ) The function ݂: (ℝ, ݀௨) ⟶ ([−1,1], ݀௨), defined by ݂(ݔ) = ݔ for all ,ݔ݊݅ݏ ∈ ℝ is 1 
Lipshitze, because, |ݔ݊݅ݏ − |ݕ݊݅ݏ = 2 ቚ݊݅ݏ ቀ௫ି௬

ଶ
ቁ ݏ݋ܿ ቀ௫ା௬

ଶ
ቁቚ ≤ 2 |௫ି௬|

ଶ
= ݔ| −  for all ,|ݕ

,ݔ ݕ ∈ ℝ. 
ܿ) The function ௬݂: ,ܧ) ݀) ⟶ (ℝ, ݀௨), (ݕ is ϐixed in ܧ) defined by: ௬݂(ݔ) = ,ݔ)݀  for all ,(ݕ

ݔ ∈ ℝ is 1-Lipshitze, because by the proposition 4.1, ห ௬݂(ݔ) − ௬݂(ݔᇱ)ห = ,ݔ)݀| (ݕ −
 ܧ is fixed in ݔ ,ݑ݀,ℝ⟶݀,ܧ:ݔ݂ By the same the function .ܧ∋′ݔ ,ݔ for every ,′ݔ ,ݔ݀≥ݕ ,′ݔ݀
defined by: ௫݂(ݕ) = ,ݕ)݀ ݕ for all ,(ݔ ∈ ℝ i is 1-Lipshitze. 

d) The function ݂: (ℝ, ݀௨) ⟶ ([−1,1], ݀௨) defined by ݂(ݔ) = ଵ
ଶ

cos  ,is a contraction ݔ
because by the finite increment theorem, for every ݔ, ݕ ∈ ℝ, there is ܿ ∈ ,ݔ[  such that ]ݕ
(ݕ)݂ − (ݔ)݂ = ݂ᇱ(ܿ)(ݕ − (ݕ)݂| so (ݔ − |(ݔ)݂ = |݂ᇱ(ܿ)||ݕ − |ݔ ≤ ଵ

ଶ
ݕ| −  .|ݔ
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Definition 14.6. Let (ܧ, ݀) and (ܨ, ݀ᇱ) are metric spaces. We say that the map ݂ from ܧ into 
:߮ ,has a modulus of continuity if, there is an increasing function ܨ [0, +∞] ⟶ [0, +∞] 
verfying: lim௨⟶଴ (ݑ)߮ = ߮(0) = 0, such that ݀ᇱ(݂(ݔ), ((ݕ)݂ ≤  ߮൫݀(ݔ,  ൯, for every(ݕ
,ݔ ݕ ∈  .ܧ
Proposition 14.6. Let (ܧ, ݀) and (ܨ, ݀ᇱ) are metric spaces.. Then, the map ݂ from ܧ into ܨ is 
uniformly continuous on E, iffy ݂ has a modulus of continuity. 
Proof. If, ݂ is uniformly continuous on E, the function ߮: [0, +∞] ⟶ [0, +∞], defined by, for 
every ݑ ∈ [0, (ݑ)߮ ,[∞+ = sup{௫,௬∈ா; ௗ(௫,௬)ஸ௨} ݀ᇱ(݂(ݔ),  is clearly a modulus of ((ݕ)݂
continuity of ݂. Conversely, if there is an increasing function, ߮: [0, +∞] ⟶ [0, +∞] 
verfying: lim௨⟶଴ (ݑ)߮ = ߮(0) = 0, such that ݀ᇱ(݂(ݔ), ((ݕ)݂ ≤  ߮൫݀(ݔ,  ൯, for every(ݕ
,ݔ ݕ ∈ ߝ Then, for every .ܧ > 0, there is ߜ > 0 such that, for every ݑ ∈ ]0, +∞[, satisfying 
0 < ݑ < (ݑ)߮ we have ,ߜ  < ,ݔ then for every ,ߝ ݕ ∈ ,ݔ)݀ such that ,ܧ (ݕ <  we have ,ߟ 
݀ᇱ(݂(ݔ), ((ݕ)݂ ≤  ߮൫݀(ݔ,  .So, ݂ is uniformly continuous on E .ߝ>൯(ݕ
Note that, the most used modulus of continuity, are the functions, ߮: [0, +∞] ⟶ [0, +∞] of 
the form ߮(ݑ) = ,݇ ఈ, whereݑ ݇ ߙ ∈ ℝା

∗ . When ߙ = 1, we obtain the definition of the ݇-
Lipschitz maps. Also, if ߮ is a modulus of continuity of ݂: ܧ ⟶  and ߰ is a modulus of ܨ
continuity of ݃: ܨ ⟶ ߰ then ,ܩ ∘ ߮ is a modulus of continuity of ݃ ∘ ݂: ܧ ⟶  .ܩ

It is easy to show that: 
Corollary 14.5.  

ܽ) The uniform isometric exchange the Cauchy sequences. 
ܾ) Two equivalents metrics exchange the Cauchy sequences. 

Proposition 14.7. Let ൛(ܧ௜ , ݀௜), ݅ ∈ {1, … , ݉}ൟ be a finite family of the metric spaces and 
ܧ = Πଵ

௠ܧ௜ . Then, the sequence {ݔ௡} is a Cauchy in metric space (ܧ,  ஶ) iffy for everyܦ
݅ ∈ {1, … , ݉}, the sequence ൛ݔ௡

௜ ൟ is a Cauchy in (ܧ௜ , ݀௜). 
Proof. Since, for every ݌, ݍ ∈ ℕ∗, ݅ ∈ {1, … , ݉}, 0≤ ݀௜(ݔ௣

௜ ,  ௤ݔ
௜ ) ≤ ,௣ݔ)ஶܦ   is {௡ݔ} ௤) then ifݔ

a Cauchy in metric space (ܧ, ݅ ஶ), for everyܦ ∈ {1, … , ݉}, the sequence ൛ݔ௡
௜ ൟ is a Cauchy in 

௜ܧ) , ݀௜). Conversely, let ߝ > 0, since for every ݅ ∈ {1, … , ݉}, the sequence ൛ݔ௡
௜ ൟ is a Cauchy in 

௜ܧ) , ݀௜), there is ݊଴
௜ ∈ ℕ∗ such that for all ݌, ݍ ∈ ℕ∗,  ݌ > ଴݊<ݍ

௜   we have ݀௜൫ݔ௣
௜ ,  ௤ݔ

௜ ൯ <  so ,ߝ 
for ݊଴ = maxଵஸ௜ஸ௠ ݊଴

௜   and ݌ > ,௣ݔஶ൫ܦ ଴ we have݊<ݍ ௤൯ݔ <  .ߝ 
 
14.2-Complete metric space 
Definition 14.7. The metric space (ܧ, ݀), is said to be complete if, any Cauchy sequence in E 
is convergent. The subset ܣ of ܧ is complete if, the metric space (ܣ, ݀஺) is complete. 
Example 14.5. 

ܽ) (ℝ, ݀௨) is a complete space. In fact, if {ݔ௡} is a Cauchy, from the proposition 14.1, 
 has a convergence {௡ݔ} is bounded, then it is containing in a compact of ℝ. So  {௡ݔ}
subsequence ൛ݔఝ(௡)ൟ, therefore by the proposition 14.4, the sequence {ݔ௡} is convergent. 

ܾ) (ℚ, ݀௨) is not complete, because the sequence ݔ௡ = ∑ ଵ
௞!

௡
଴ , for all ݊ ∈ ℕ is a Cauchy in 

ℚ, As for all ݌, ݍ ∈ ℕ, ݌) > ௣ݔห (ݍ − ௤หݔ = ∑ ଵ
௞!

௣
௤ାଵ = ଵ

(௤ାଵ)!
ቂ1 + ଵ

௤ାଶ
+ ଵ

(௤ାଶ)(௤ାଷ)
+ ⋯ +

ଵ
(௤ାଶ)(௤ାଷ)…(௤ା௣ି௤)ቃ<

ଵ
௤ାଵ

ቂ1 + ଵ
ଶ

+ ଵ
ଶ.ଷ

+ ⋯ + ଵ
ଶ.ଷ…௣ି௤

ቃ < ଵ
௤ାଵ

ቂ1 + ଵ
ଶ

+ ଵ
ଶమ + ⋯ + ଵ

ଶ೛ష೜ቃ =
ଶ

௤ାଵ
ቀ1 − ቀଵ

ଶ
ቁ

௣
ቁ< ଶ

௤ାଵ
. It follows that, หݔ௣ − ௤หݔ ⟶ 0,. when ݍ, ݌ ⟶ +∞. Then {ݔ௡} is a 

Cauchy and converges to the Euler’s number ݁ ∈ ℝ ∖ ℚ. In fact, if we suppose that ݁ ∈ ℚ, 
then there are ݌ ∈ ℤ and ݍ ∈ ℕ∗, ݌ ∧ ݍ = 1 such that ݁ = ௣

௤
 . As the two sequences {ݔ௡} and 

௡ݕ where {௡ݕ} = ௡ݔ + ଵ
௡!

, for all ݊ ∈ ℕ are adjacent and ݔଵ ≤ ௡ݔ ≤ ௡ݕ ≤  is {௡ݔ} ଵݕ
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increasing, and {ݕ௡}  is decreasing, then, their common limit satisfies ݔ௡ ≤ ݁ ≤  ௡, thereforeݕ
2 < ݁ < 3. It follows that ቂ1 + ଵ

ଶ!
+ ⋯ + ଵ

௤!
ቃ !ݍ ≤ ௣

௤
!ݍ ≤ ቂ1 + ଵ

ଶ!
+ ⋯ + ଵ

௤!
+ ଵ

௤!
ቃ !ݍ] or !ݍ +

ݍ) − 1)! + ⋯ + 1] ≤ ݍ)݌ − 1)! ≤ !ݍ] + ݍ) − 1)! + ⋯ + 1] + 1. By setting [ݍ! + ݍ) − 1)! +
⋯ + 1] =N∈ ℕ∗, we have N≤ ݍ) − 1)! ݌ ≤ ܰ + 1 i.e. between two successive natural 
numbers there is a third, contradiction. 
Lemma 14.1. A complete subspace (ܣ, ݀஺) of the metric space (ܧ, ݀) is closed. 
Proof. Let ݔ ∈  is a {௡ݔ} then ,ݔ which converges to ,ܣ in {௡ݔ} there is a sequence ,(ܣ)݈ܿ
Cauchy in the metric space (ܧ, ݀), hence {ݔ௡} is also Cauchy in the complete metric subspace 
,ܣ) ݀஺). Then, ݔ௡ ⟶ ݕ ∈ ,ܣ) As .ܣ ݀஺) is Hausdorff then ݕ = (ܣ)݈ܿ and ݔ =  .ܣ
Lemma 14.2. Any closed subset in the complete metric space is complete. 
Proof. Let {ݔ௡} be a Cauchy in (ܣ, ݀஺), as {ݔ௡} is also Cauchy in the complete metric space 
,ܧ) ݀), there is ݔ ∈ ௡ݔ such that ܧ ⟶ ߝ so, for every ,ݔ > ,ݔ)ܤ ,0 (ߝ ∩ {௡ݔ} ≠ ∅. Therefore 
for every ߝ > ,ݔ)ܤ ,0 (ߝ ∩A≠ ∅, which implies that ݔ ∈ (ܣ)݈ܿ = ,ܣ) then ,ܣ ݀஺) is complete. 
Lemma 14.3. 

ܽ) Completeness of subspaces in any metric space is stable by the finite union. 
ܾ) Completeness of subspaces in any metric space is stable by intersection. 

Proof. ܽ). Let (ܣ, ݀஺) and (ܤ, ݀஻) are two complete subspaces of the metric space (ܧ, ݀). If, 
ܣ is a Cauchy in {௡ݔ} ∪ ,ܣ) in {௡ݔ} ఝ(௡)ൟ ofݔthen there is a Cauchy subsequence ൛ ,ܤ ݀஺) or 
,ܤ) ݀஻) which is complete, so ݔఝ(௡) ⟶ ݔ ∈ ܣ ∪ ௡ݔ ,by proposition 14.4 ,ܤ ⟶ ܣ thus ,ݔ ∪  ܤ
is complete. 
ܾ)  Let {ܣఈ , ߙ ∈ ∆} be a family of the complete subspaces (ܣఈ , ݀ఈ) of a metric space (ܧ, ݀) 
and ܣ =∩ఈ∈∆ ܣఈ. Because, by lemma 14.1, for every ߙ ∈  is closed in ܣ ఈ is closed, thenܣ ,∆
the complete subspace (ܣఈ , ݀ఈ), for every ߙ ∈ ∆,  by lemma 14.2, ܣ is complete in 
ఈܣ) , ݀ఈ), for every ߙ ∈ ∆ and hence it is complete in the metric space (ܧ, ݀). 
By the corollary 13.7 and proposition 14.6 we have. 
Corollary 14.6. Let ൛(ܧ௜ , ݀௜), ݅ ∈ {1, … , ݊}ൟ be, a finite family of the metric spaces and 
ܧ = Πଵ

௡ܧ௜ . Then, the metric space (ܧ, ݅ ஶ) is complete iffy for everyܦ ∈ {1, … , ௜ܧ) ,{݊ , ݀௜) is 
complete. 
Remark 14. 6. The corollary 14.6 remains throw for a countable product metric spaces (ܧ, ݀) 
where ܧ = Π୬∈ℕ∗ܧ௡, ݀(ݔ, (ݕ = ∑ ଵ

ଶ೙ ݀௡(ݔ௡, ௡)ஶݕ
ଵ  for every ݔ, ݕ ∈ ,௡ݔ)and ݀௡ ܧ  ௡)<1, forݕ

every n ∈ ℕ∗. 
The use of, corollaries 4.1 and 14.1 and the proposition 14.4, allows us to demonstrate the 

following characterization of the completeness of metric spaces: 
Theorem 14.3. A metric space (ܧ, ݀) is complete, iffy any decreasing sequence of closed 
balls in ܧ, whose radius tend to zero, has for intersection a singleton. 
Proof. Let {ܤ෨௡(ݔ௡, ,(௡ݎ ݊ ∈ ℕ} be a decreasing sequence of closed balls in E centered in ݔ௡, 
whose radius ݎ௡ ⟶ 0. As for any ݌, ݍ ∈ ℕ∗, 0 ≤ ݀൫ݔ௣, ௤൯ݔ ≤ ݀൫ݔ௣, ௡൯ݔ + ݀൫ݔ௡, ௤൯ݔ ≤  ,௡ݎ2
then the sequence {ݔ௡} is a Cauchy in a complete metric ܧ and as for any ݊ ∈ ℕ, ܤ෨௡(ݔ௡,  ௡) isݎ
closed ݔ௡ ⟶ ݔ ∈ ,௡ݔ)෨௡ܤ ݊ ௡), for everyݎ ∈ ℕ, therefore ݔ ∈∩௡∈ℕ ,௡ݔ)෨௡ܤ  ௡). Becauseݎ
0 ≤ ߜ ቀ∩௡∈ℕ ,௡ݔ)෨௡ܤ ௡)ቁݎ ≤ ߜ ቀܤ෨௡(ݔ௡, ߜ ௡)ቁ, andݎ ቀܤ෨௡(ݔ௡, ௡)ቁݎ ⟶ 0, we have 

ߜ ቀ∩௡∈ℕ ,௡ݔ)෨௡ܤ ௡)ቁݎ = 0 it follows that ∩௡∈ℕ ,௡ݔ)෨௡ܤ (௡ݎ =  be a {௡ݔ} Conversely, let .{ݔ}
Cauchy in E. We are going to construct a subsequence ൛ݔ௡ೖൟ of {ݔ௡} converging to ݔ and 
therefore the sequence itself converges to ݔ, so E is complete. As for every ߝ > 0, there is 
݊ఌ ∈ ℕ∗ such that, for every ݊ > ݊ఌ d൫ݔ௡, then for ଵ ,ߝ >௡ഄ൯ݔ

ଶ
, there is ݊ଵ ∈ ℕ∗ such that, for 

every ݊ > ݊ଵ, d൫ݔ௡, ௡భ൯< ଵݔ
ଶ
  and for ଵ

ଶమ there is ݊ଶ ∈ ℕ∗ such that, for every ݊ > ݊ଶ > ݊ଵ, 



Elements of Mathematical Analysis 2021 
 

Prof. K.Messaoudi, Faculté de MI, Dépt de Maths, Univ-Benboulaid-Batna- Page 77 
 

d൫ݔ௡, ௡మ൯< ଵݔ
ଶమ, by iteration until the order ݇ + 1, for ଵ

ଶೖశభ there is ݊௞ାଵ ∈ ℕ∗ such that, for 

every ݊ > ݊௞ାଵ > ݊௞, d൫ݔ௡, ௡ೖశభ൯< ଵݔ
ଶೖశభ. 

Because, the sequence ቄܤ෨௞ାଵ ቀݔ௡ೖశభ , ଵ
ଶೖቁ , ݇ ∈ ℕቅ of closed balls in ܧ is decreasing and 

ଵ
ଶೖ ⟶ 0,  

then ∩௞∈ℕ ෨௞ାଵܤ ቀݔ௡ೖశభ , ଵ
ଶೖቁ =  ௡ೖൟ converges toݔTherefore the constructed subsequence ൛ .{ݔ}

 .ݔ
Even better, one part of the theorem 14 3, can be generalized as follows: 

Theorem 14.4. In the metric complete space, any nonempty decreasing closed sets, whose the 
diameter tends to zero, has for intersection a singleton. 
Proof. Let {ܨ௡, ݊ ∈ ℕ}  be a sequence of nonempty decreasing closed sets whose the diameter 
tends to zero and ݔ଴ ∈ ଵݔ ,଴ܨ ∈ ௡ݔ ,…,ଵܨ ∈ ݌ ௡,…, as for everyܨ ≥ ௉ݔ  ,݊ ∈ ௡ܣ ௡ thenܨ =
,௉ݔ } ݌ ≥ ݊} ⊂ (௡ܣ)ߜ ௡, soܨ ≤ (௡ܣ)ߜ therefore ,(௡ܨ)ߜ ⟶ 0, hence {ݔ௡} is a Cauchy in a 
complete metric E, thus ݔ௡ ⟶ ݔ ∈ ,݌ As, for every .ܧ ݊ ∈ ℕ the subsequent { ݔ௡ା௉} of {ݔ௡} 
is containing in the closed ܨ௡ and converges to ݔ, then ݔ ∈ ݊ ௡ for everyܨ ∈ ℕ, it follows that 
ݔ ∈∩௡∈ℕ ௡. Because 0ܨ ≤ ௡∈ℕ∩)ߜ (௡ܨ ≤ ݊ for every (௡ܨ)ߜ ∈ ℕ, then ߜ(∩௡∈ℕ (௡ܨ = 0 ⟺
∩௡∈ℕ ௡ܨ =  .{ݔ}
Lemma 14.4. Let (ܧ, ݀) be a metric space and let (ܨ, ݀ᇱ) be a complete metric space. If, the 
map ݂: ܧ ⟶  .is complete ܧ is a uniform isomorphism, then ܨ
Proof. Let {ݔ௡} be a Cauchy in ܧ, since the map ݂ is uniformly continuous on ܧ, by corollary 
14.2. the sequence {݂(ݔ௡)} in the metric (ܨ, ݀ᇱ) is a Cauchy, however E is complete, 
(௡ݔ)݂ ⟶ ݕ ∈ :As the inverse map ݂ିଵ .ܨ ܨ ⟶ ൯(௡ݔ)then ݂ିଵ൫݂ ,ܨ is continuous on ܧ =
௡ݔ ⟶ ݂ିଵ(ݕ) = ݔ ∈  .is complete ܧ Therefore ,ܧ

We are now, going to give a theorem for the extension, of a uniformly continuous function 
on an everywhere dense part, of a metric space. 
Theorem 14. 5. Let ܦ be an everywhere dense part, of a metric space (ܧ, ݀). If, the map ݂ 
from ܦ into the complete metric space (ܨ, ݀ᇱ) is uniformly continuous. Then, there is an 
uniformly continuous extension map of ݂ to ܧ. 
Proof. Let ܽ ∈ ܧ = ௡ݔ there is a sequence ,(ܦ)݈ܿ ∈  is a {௡ݔ} which converges to ܽ. As ܦ
Cauchy in ܧ, then it is a Cauchy in the subspace (ܦ, ݀஽), by corollary 14.2. the sequence 
,ܨ) in the complete metric {(௡ݔ)݂} ݀ᇱ) is a Cauchy. Therefore, ݂(ݔ௡) ⟶ ݕ ∈  The map .ܨ
ሚ݂: ݔ ∈ ܧ ⟼ ሚ݂(ݔ) = ݕ ∈  is Hausdorff and ሚ݂ is independent of the ܨ is unique because ܨ
sequence {ݔ௡}. Indeed, if another sequence ݔ௡

ᇱ  of ܦ converges to ܽ, we have 0 ≤ ,௡ݔ)݀ ௡ݔ
ᇱ ) ≤

,௡ݔ)݀ ܽ) + ݀(ܽ, ௡ݔ
ᇱ ) then ݀(ݔ௡, ௡ݔ

ᇱ ) ⟶ 0, by the uniform continuity of ݂, ݀ᇱ and the theorem 
14.1, ݀ᇱ(݂(ݔ௡), ௡ݔ)݂

ᇱ )) ⟶ 0 = ݀ᇱ(ݕ, (ᇱݕ ⟺ ݕ = ᇱݕ = ሚ݂(ݔ) for every ݔ ∈  ,Then .ܧ
lim௫⟶௔ (ݔ)݂ = ሚ݂(ܽ) for any ܽ ∈ lim௫⟶௔  ,ܦ Because ݂ is continuous on .ܧ (ݔ)݂ = ݂(ܽ) =
݂ܽ,   for each ܽ∈ܦ. It remains to show that ݂ is uniformly continuous on ܧ. Let 0<ߝ be, we 
will show that, there is ߜ > 0 such that, for any ܽ, ܾ ∈ ,ܽ)݀ satisfying ܧ  we have ߜ >(ܾ
݀ᇱ ቀ ሚ݂(ܽ), ሚ݂(ܾ)ቁ< ߝ. Since, for ܽ ∈ ௡ݔ there are ,ܧ ∈ and ݊ଵ ܦ ∈ ℕ∗ such that, for any ݊ > ݊ଵ, 

,௡ݔ)݀ ܽ) < ఋ
ଶ
  and for ܾ ∈ ௡ݔ there are ,ܧ

ᇱ ∈ and ݊ଶ ܦ ∈ ℕ∗ such that, for any ݊ > ݊ଶ, 

௡ݔ)݀
ᇱ , ܾ) < ఋ

ଶ
. So, for any ݊ > ݊଴ = ,ଵ݊)ݔܽ݉ ݊ଶ), ݀(ݔ௡, ܽ) + ௡ݔ)݀

ᇱ , ܾ) < ,௡ݔ)݀ since ,ߜ ௡ݔ
ᇱ ) ≤

,௡ݔ)݀ ܽ) + ݀(ܽ, ܾ) + ݀(ܾ, ௡ݔ
ᇱ ) <  then ,ܦ and ݂ is uniformly continuous on ,ߜ2

݀ᇱ(݂(ݔ௡), ௡ݔ)݂
ᇱ )) < ఌ

ଶ
, as ݀ᇱ is continuous, we have ݀ᇱ൫ ሚ݂(ܽ), ሚ݂(ܾ))൯ ≤ ఌ

ଶ
<  .ߝ
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14.3-Fixed point theorem and Baire’s lemma 
In several mathematic fields, we are led to find the solution of the equation ݂ (ݔ)  =  .ݔ 

This equation can be a numerical equation, differentiated equation, integral equation, implicit 
equation,... The bellow theorem, known under the name of, fixed point theorem, ensures the 
existence and uniqueness of this solution. 
Definition 14.8. The point ܽ in the ܧ, is said to be a fixed point of the map ݂ form ܧ to ܧ, if 
݂(ܽ) = ܽ. 
Theorem 14. 6 (Picard-Banach).If, ݂ is a contraction map from a complete metric space ܧ to 
E. Then, ݂ has a unique fixed point. 
Proof. We will construct a Cauchy sequence {ݔ଴ ∈ ,ܧ ௡ାଵݔ = ;(௡ݔ)݂  ݊ ∈ ℕ} in ܧ, whose 
limit is the desired fixed point of ݂: Let ݔ଴ ∈ ଵݔ be, setting successively ܧ = (଴ݔ) ݂ ∈  ,ܧ
ଶݔ = (ଵݔ)݂ = ݂൫݂ (ݔ଴)൯= ݂ଶ (ݔ଴) ∈ ,ܧ … , ௡ାଵݔ = (௡ݔ)݂ = ݂௡ାଵ (ݔ଴) ∈  As ݂ is a …,ܧ
contraction map: 
,ଶݔ)݀ (ଵݔ ≤ ,ଵݔ)݀݇ ,ଷݔ)݀ ,(଴ݔ (ଶݔ ≤ ݇ଶ݀(ݔଵ, ,(଴ݔ … By induction, ݀(ݔ௡, (௡ାଵݔ ≤ ݇௡݀(ݔଵ,  (଴ݔ
for every ݊ ∈ ℕ. Because, ݀(ݔ௡, (௠ݔ ≤ ,௠ݔ)݀ (௠ାଵݔ + ,௠ାଵݔ)݀ (௠ାଶݔ + ⋯ + ,௡ିଵݔ)݀ (௡ݔ ≤
݇௠ൣ1 + ݇ଵ + ݇ଶ + ݇ଷ + ⋯ + ݇(௡ିଵ)ି௠ + ⋯ ൧݀(ݔଵ, (଴ݔ ≤ [݇௠݀(ݔଵ, [(଴ݔ ∑ ݇௣ஶ

଴ , for every 
݊, ݉ ∈ ℕ, (݊ > ݉). As, the geometric series ∑ ݇௣ஶ

଴  with the general term ݇௣ (0 < ݇ < 1), 
converges to  ଵ

ଵି௞
. Then, 0 ≤ ,௡ݔ)݀ (௠ݔ ≤ ݇௠ ቂ ଵ

ଵି௞
,ଵݔ)݀ ,݊ ଴)ቃ, for everyݔ ݉ ∈ ℕ, (݊ > ݉). 

Thus ݀(ݔ௡, (௠ݔ ⟶ 0, when ݉ ⟶ ∞ and ݊ ⟶ ∞. So,  ,ܧ is a Cauchy in the complete {௡ݔ}
௡ݔ ⟶ ܽ ∈ ௡ାଵݔ ,Because .ܧ = ܽ ,and ݂ is continuous on E ,(௡ݔ)݂ =  ݂(ܽ). For the 
uniqueness, if, there is ܾ ∈ ܽ) ܧ ≠ ܾ), such that ܾ =  ݂(ܾ) then, 
0 < ݀(ܽ, ܾ) = ݀൫ ݂(ܽ), ݂(ܾ)൯ ≤ ݇݀(ܽ, ܾ), so 1 ≤ ݇ contradiction. 
Remark 14. 7.  

ܽ) The method used in the proof of the theorem 14.6, is known as the successive iteration 
or successive approximation method. This method gives us not only the existence and 
uniqueness  of the fixed point but the scheme to finding this point via the sequence {ݔ௡}. 

ܾ) As, ห݀൫ݔ௡ା௣ , ௡൯ݔ − ,௡ݔ)݀ ܽ)ห ≤ ݀൫ݔ௡ା௣, ܽ൯ for every ݌ ∈ ℕ, and from the proof 
lim௣⟶ஶ  ݀൫ݔ௡ା௣, ௡൯ݔ ≤ ቂ ଵ

ଵି௞
,ଵݔ)݀ ଴)ቃݔ ݇௡, then ݀(ݔ௡, ܽ) ≤ ቂ ଵ

ଵି௞
,ଵݔ)݀ ଴)ቃݔ ݇௡, for every 

݊ ∈ ℕ∗. This inequality, gives an estimate of the error in our iteration scheme, i.e. we can 
estimate, how far we are from the solution at each step, and halt our numerical algorithm 
accordingly. 
Example 14.6.  

ܽ) The function ݂: [ܽ, ܾ] ⟶ [ܽ, ܾ], which is derivable on [ܽ, ܾ] and its derivate ݂′ satisfies 
|(ݐ) ′݂| ≤ ݇, for every ݐ ∈ [ܽ, ܾ] with 0 < ݇ < 1, has a unique fixed point in [ܽ, ܾ]. Indeed, 
by the Lagrange theorem, for every ݔ, ݕ ∈ [ܽ, ݔ) [ܾ < ܿ there is ,(ݕ ∈ ,ݔ[  such that ,]ݕ
(ݕ)݂ − (ݔ)݂ = ݕ)(ܿ) ′݂ − (ݕ)݂| so ,(ݔ − |(ݔ)݂ = ݕ||(ܿ) ′݂| − |ݔ ≤ ݕ|݇ −  for every ,|ݔ
,ݔ ݕ ∈ [ܽ, ܾ].  Then, ݂ is a contraction on the complete [ܽ, ܾ], therefore it has a unique fixed 
point in [ܽ, ܾ]. This idea has been used to resolve the numerical equations. 

ܾ) The function ݂: [1, +∞[ ⟶ [1, +∞[, defined by ݂(ݔ) = ௫
ଶ
+ଵ

௫
, for every ݔ ∈ [1, +∞[ is a 

contraction. Indeed, for every ݔ, ݕ ∈ [1, ݔ) ,]∞+ < ܿ there is ,(ݕ ∈ ,ݔ[ (ݕ)݂ such that ,]ݕ −
(ݔ)݂ = ݂ᇱ(ܿ)(ݕ − (ݔ = ቀଵ

ଶ
− ଵ

௖మቁ ݕ) − (ݔ ⟹ (ݕ)݂| − |(ݔ)݂ ≤ ଵ
ଶ

ݕ| − ,ݔ for every ,|ݔ ݕ ∈
[1, +∞[. Hence, it has a unique fixed point in the complete [1, +∞[ i.e. there is ܽ ∈ [1, +∞[, 
such that ܽ = ௔

ଶ
+ଵ

௔
 then, ܽ = √2. 

ܿ) The function ݂: ℝ ⟶ ℝ, defined by ݂(ݔ) = ଶݔ√ + 1 for every ݔ ∈ ℝ, isn’t a 
contraction. If, not there is ܽ ∈ ℝ, such ܽ = ݂(ܽ) then 1 = 0 impossible. But ݂ is 1-Lipschitz, 
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indeed for every ݔ, ݕ ∈ ℝ, there is ܿ ∈ ,ݔ[ (ݕ)݂ such that ,]ݕ − (ݔ)݂ = ݂ᇱ(ܿ)(ݕ − (ݔ =
ቀ ௖

√௖మାଵ
ቁ ݕ) − (ݔ ⟹ (ݕ)݂| − |(ݔ)݂ < ݕ| − ,ݔ for every ,|ݔ ݕ ∈ ℝ. 

Corollary 14.7. If, ݂ from a complete metric space ܧ to E is such that, for every ݌ ∈ ℕ, 
݂௣ = ݂ ∘ ݂ … ∘ ݌) ݂ − times) is a contraction map. Then, ݂ has a unique fixed point. 
Proof. As ݂௣ is a contraction from a complete metric space ܧ to E, by the theorem 14.6 there 
is a unique point ܽ ∈ ܽ such that ܧ = ݂௣(ܽ) ⟹ ݂(ܽ) = ݂௣൫݂(ܽ)൯ ⟹  ݂(ܽ) is a fixed point 
of ݂௣, therefore ܽ = ݂(ܽ). If, there is ܾ ∈ ܾ such that ܧ = ݂(ܾ) then ܾ = ݂௣(ܾ), the 
uniqueness gives ܽ = ܾ. 

Solving some equations, require the following most adequate, parametric version of the 
fixed point theorem. 
Theorem 14. 7. Let (ܵ, ߬) be a topological space, (ܧ, ݀) a complete metric space and let ݂ be 
a continuous map from ܵ × ݏ to E. Suppose that, for ܧ ∈ ܵ, the map ௦݂: ݔ ∈ ܧ ⟼ ,ݏ)݂ (ݔ ∈  ܧ
is a contraction of ratio ݇ ∈ ]0,1[, which is independent of ݏ. Then, the map ݏ ∈ ܵ ⟼ ܽ௦ =
,ݏ)݂ ܽ௦) ∈  .ܵ is continuous on ܧ
Proof. Let ݏ଴ ∈ ܵ be, let ܤ(ܽ௦బ ,  centered in  ,ܧ be the open bull of the metric space (ߝ
ܽ௦బ = ,଴ݏ)݂ ܽ௦బ) with arbitrary radius ߝ > 0. Since ݂ is continuous from ܵ ×  to E, there is a ܧ
neighborhood ܰ of ݏ଴ such that, for any ݏ ∈ ܰ, ݀ ቀ݂൫ݏ଴, ܽ௦బ൯, ݂൫ݏ, ܽ௦బ൯ቁ < ,as ݀൫ܽ௦ ,ߝ ܽ௦బ൯ =

݀൫݂൫ݏ଴, ܽ௦బ൯, ,ݏ)݂ ܽ௦)൯ ≤ ݀ ቀ݂൫ݏ଴, ܽ௦బ൯, ݂൫ݏ, ܽ௦బ൯ቁ + ݀൫݂൫ݏ, ܽ௦బ൯, ,ݏ)݂ ܽ௦)൯, then ݀൫ܽ௦, ܽ௦బ൯ <
ߝ + ݇݀൫ܽ௦, ܽ௦బ൯, for every ݏ ∈ ܰ. Hence, for every ݏ ∈ ܰ, every ߝ > 0, 0 ≤ ݀൫ܽ௦, ܽ௦బ൯ <

ଵ
ଵି௞

ߝ when ,ߝ ⟶ 0, ݀൫ܽ௦, ܽ௦బ൯ = 0 for every ݏ ∈ ܰ, which implies that, 
lim௦⟶௦బ ݀൫ܽ௦, ܽ௦బ൯ = ݀൫lim௦⟶௦బ ܽ௦ , ܽ௦బ൯=0, then lim௦⟶௦బ ܽ௦ = ܽ௦బ. The map ݏ ∈ ܵ ⟼ ܽ௦ =
,ݏ)݂ ܽ௦) ∈ ଴ݏ is continuous in the arbitrary ܧ ∈ ܵ, then it is continuous on S.  
Lemma 14.5. The compact metric space is complete. 
Proof. If, {ݔ௡} is a Cauchy sequence in the compact metric space E, by corollary 10.2, there is 
a  subsequence ൛ݔఝ(௡)ൟ which converges to ݔ ∈  ,By proposition 14.3 and proposition 14.4  ܧ
the sequence {ݔ௡} converges to ݔ, so E is complete.  
Corollary 14. 8. If, in the metric space E, for any ߝ > 0 and for any ܽ ∈  the closed ball , ,ܧ
,ܽ)෨ܤ  .is compact. Then E is complete (ߝ
Proof. If, {ݔ௡} is a Cauchy sequence in metric space E, there is ܽ଴ ∈ ଴ߝ and ܧ > 0 such that 
{௡ݔ} ⊂ ,෨(ܽ଴ܤ ,෨(ܽ଴ܤ ଴), as the metric subspaceߝ  .଴)  is compact, by lemma 14.5 it is completeߝ
So ݔ௡ ⟶ ݔ ∈ ,෨(ܽ଴ܤ (଴ߝ ⊂  .is complete ܧ ,Then .ܧ
     We will give now an interesting result in the complete metric spaces known by Baire’s 
property. 
Lemma 14.6. (Baire’s property). If {ܨ௡} is a sequence of closed subsets of a complete metric 
space (ܧ, ݀), satisfies ܧ =∪௡∈ℕ∗ ௡. Then, it exists ݊଴ܨ ∈ ℕ∗ such that ݅݊ݐ൫ܨ௡బ൯ ≠ ∅. 
Equivalently, if {ܷ௡} is a sequence of open subsets of a complete metric space (ܧ, ݀) such 
that ݈ܿ(ܷ௡) = ݊ for all ܧ ∈ ℕ∗, then ݈ܿ(∩௡∈ℕ∗ ܷ௡) =  .ܧ
Proof. Let ܷ =∩௡∈ℕ∗ ܷ௡ be, proof that ݈ܿ(ܷ) ⊃ ݔ Let .ܧ ∈ ߝ be and ܧ > 0, because ݈ܿ( ଵܷ) ⊃
,ݔ)ܤ then ܧ (ߝ ∩ ଵܷ ≠ ∅ hence, it exists ݔଵ ∈ ,ݔ)ܤ (ߝ ∩ ଵܷ which is an open thus, it exists 
ଵߜ > 0 such that ݔ)ܤଵ, (ଵߜ ⊂ ,ݔ)ܤ (ߝ ∩ ଵܷ. Thus, it exists 0 < ଵݎ < ఋభ

ଶ
≤ ఌ

ଶ
 such that 

,ଵݔ)෨ܤ (ଵݎ ⊂ ,ݔ)ܤ (ߝ ∩ ଵܷ By the same, for ݔଵ ∈ ଵݎ and ܧ > 0, it exists ݔଶ ∈ ,ଵݔ)ܤ (ଵݎ ∩ ܷଶ 
and it exists  0 < ଶݎ < ௥భ

ଶ
< ఌ

ଶమ such that ܤ෨(ݔଶ, (ଶݎ ⊂ ,ଵݔ)ܤ (ଵݎ ∩ ܷଶ ⊂ ,ݔ)ܤ (ߝ ∩ ( ଵܷ ∩ ܷଶ), 
and ݀(ݔଶ, (ଵݔ < ఌ

ଶమ. By induction, we construct the sequences {ݔ௡} in ܧ and {ݎ௡} in ℝା
∗  where 

 0 < ௡ାଵݎ < ௥೙
ଶ

 for all ݊ ∈ ℕ∗, such that ܤ෨(ݔ௡ାଵ, (௡ାଵݎ ⊂ ,௡ݔ)ܤ (௡ݎ ∩ ܷ௡ାଵand 
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,௡ାଵݔ)݀ ௡)<௥భݔ
ଶ೙ < ఌ

ଶ೙శభ. Because for all ݊, ݌ ∈ ℕ∗, 0 ≤ ݀൫ݔ௡, ௡ା௣൯ݔ ≤ ,௡ݔ)݀ (௡ାଵݔ +

,௡ାଵݔ)݀ (௡ାଶݔ + ⋯ + ݀൫ݔ௡ା௣ିଵ, >௡ା௣൯ݔ ఌ
ଶ೙శభ + ఌ

ଶ೙శమ+…+ ఌ
ଶ೙శ೛ = ఌ

ଶ೙ ቀଵ
ଶ

+ ଵ
ଶమ + ⋯ +

ଵ
ଶ೛ቁ= ఌ

ଶ೙ ቀ1 − ଵ
ଶ೛ቁ < ఌ

ଶ೙, it follows that ݀൫ݔ௡, ௡ା௣൯ݔ ⟶ 0, when ݊ and ݌ tend to ∞. Thus, the 
sequence {ݔ௡} is a Cauchy in the complete (ܧ, ݀), hence it converges to ̅ݔ ∈  As for all .ܧ
݊, ݌ ∈ ℕ∗, ݔ௡ା௣ ∈ ,௡ݔ)෨ܤ ݔ̅ ௡) which is closed, thenݎ ∈ ,௡ݔ)෨ܤ (௡ݎ ⊂ ,ݔ)ܤ (ߝ ∩ ܷ for all ݊ ∈ ℕ∗, 
therefore ݔ)ܤ, (ߝ ∩ ܷ ݈ܿ(ܷ) =  .ܧ
Remark 14.7. We can also use the Baire’s lemma in its following equivalent form: 
If {ܨ௡} is a sequence of closed subsets of a complete metric space (ܧ, ݀), such that ݅݊ݐ(ܨ௡) =
∅ for all ݊ ∈ ℕ∗. Then ݅݊ݐ(∪௡∈ℕ∗ (௡ܨ = ∅. 
 
14.4-Completion of a metric space 

Starting from the fact that, there are Cauchy sequences, in the metric subspace ℚ of the 
complete (ℝ, ݀௨) which converge towards elements containing in ℚେ (see, example 14.5, ܾ)), 
i.e. ℚ is neither complete nor closed in (ℝ, ݀௨) and ݈ܿ(ℚ)= ℝ. It is natural to wonder, if we 
can embed a given incomplete metric space, into a complete metric one. The answer is yes. 
The process of embedding a non-complete metric, in a complete one, is called the completion. 
Theorem 14.8. A non complete metric space (ܧ, ݀), has (up to an equivalence), a unique 
completion. 
Proof. We will prove by steps that there is a unique complete metric space (ܧ෨, ሚ݀), such that E 
embeds as a everywhere dense part of ܧ෨.  

Step 1. Construction of the metric space (ܧ෨, ሚ݀). Let ∼ be the relation defined on the set 
,{௡ݔ} in E, defined by: for any {௡ݔ} of all Cauchy sequences (ܧ)ࣝ ௡ݔ}

ᇱ } ∈ {௡ݔ} :(ܧ)ࣝ  ∼
௡ݔ}

ᇱ } iffy ݀(ݔ௡, ௡ݔ
ᇱ ) ⟶ 0. It is clear that, ∼ is an equivalence relation in ࣝ(ܧ). Let ܧ෨  be the set 

of all equivalence class, of Cauchy sequences in E and let ݔො be any element of ܧ෨. As, 0 ≤
,௡ݔ)݀| (௡ݕ − ,௠ݔ)݀ |(௠ݕ ≤ ,௡ݔ)݀| (௡ݕ − ,௡ݔ)݀ |(௠ݕ + ,௡ݔ)݀| (௠ݕ − ,௠ݔ)݀ |(௠ݕ ≤
,௠ݕ)݀ (௡ݕ + ,௡ݔ)݀ ,݊ ௠) for anyݔ ݉ ∈ ℕ, then {݀(ݔ௡,  ௡)} is a Cauchy in ℝା, thereforeݕ
lim௡⟶ஶ ,௡ݔ)݀  ௡) exists and it is independent of the choice of the representative. Indeed, ifݕ
௡ݔ ∼ ௡ݔ

ᇱ  and ݕ௡ ∼ ௡ݕ
ᇱ  then 0 ≤ ,௡ݔ)݀| (௡ݕ − ௡ݔ)݀

ᇱ , ௡ݕ
ᇱ )| ≤ ,௡ݔ)݀| (௡ݕ − ,௡ݔ)݀ ௡ݕ

ᇱ )| +
,௡ݔ)݀| ௡ݕ

ᇱ ) − ௡ݔ)݀
ᇱ , ௡ݕ

ᇱ )| ≤ ,௡ݕ)݀ ௡ݕ
ᇱ ,௡ݔ)݀ +( ௡ݔ

ᇱ ), for every ݊, ݉ ∈ ℕ, so lim௡⟶ஶ ,௡ݔ)݀ (௡ݕ =
lim௡⟶ஶ ݀൫ݔ௡

ᇱ , ௡ݕ
ᇱ

௡൯. The map ሚ݀: ܧ෨ × ෨ܧ ⟶ ℝା, defined by ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀  ௡), forݕ
any ݔො, ොݕ ∈ ෨ܧ  is well defined and satisfies the metric properties. It is clear that, for every 
,ොݔ ,ොݕ ݖ̂ ∈ ෨ܧ  

݉ଵ) If ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀ (௡ݕ = 0 ⟺ ௡ݔ ∼ ௡ݕ ⟺ ොݔ =  ො, (properties of theݕ
equivalence classes). 

݉ଶ) ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀ (௡ݕ = lim௡⟶ஶ ,௡ݕ)݀ =(௡ݔ ሚ݀(ݕො,  .(ොݔ
݉ଷ) ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀ (௡ݕ ≤

lim௡⟶ஶ[݀(ݔ௡, (௡ݖ + ,௡ݖ)݀ ௡)]=lim௡⟶ஶݕ ,௡ݔ)݀ (௡ݖ  + lim௡⟶ஶ ,௡ݖ)݀ =(௡ݕ ሚ݀(ݔො, +(ݖ̂ ሚ݀(̂ݖ,  .(ොݕ
Step 2. The metric (ܧ, ݀) embeds as a subspace in (ܧ෨, ሚ݀) i.e. there is an isometric  

݆: ܧ ⟶ ෨ܧ  and ݈ܿ(ܧ)=ܧ෨. Let ݆: ܧ ⟶ ෨ܧ  be defined by, for every ݔ ∈ (ݔ)݆ ,ܧ =  ො isݔ ,ො whereݔ
the class of equivalent Cauchy sequences in ܧ converging to ݔ (it contains the Cauchy {ݔ}) . 
Because, for ever ݔ, ݕ ∈ ௡ݔ ;ܧ in {௡ݕ} ,{௡ݔ} there are Cauchy sequences ,ܧ ⟶ ௡ݕ ,ݔ ⟶  as ,ݕ
0 ≤ ,௡ݔ)݀| (௡ݕ − ,ݔ)݀ |(ݕ ≤ ,௡ݔ)݀| (௡ݕ − ,௡ݔ)݀ |(ݕ + ,௡ݔ)݀| (ݕ − ,ݔ)݀ |(ݕ ≤ ,௡ݔ)݀ (ݔ +
,௡ݕ)݀ ,(ݔ)then ሚ݀൫݆ ,(ݕ ൯(ݕ)݆ = ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀ ,ݔ)݀ =(௡ݕ  Thus, ݆ is an .(ݕ
isomorphism from ܧ into ݆(ܧ), so ܧ is topologically equal to ݆(ܧ) ⊂ ,ܧ) ,෨, thereforeܧ ݀) is a 
subspace of ൫ܧ෨, ሚ݀൯. Let us show that, with ݈ܿ(ܧ)=ܧ෨. If ݔො ∈ ෨ܧ ߝ , > 0,  and {ݔ௡} in E is a 
representative of ݔො. As {ݔ௡} is a Cauchy, there is ݊଴ ∈ ℕ∗ such that, for any ݊, ݉ ≥ ݊଴ we 
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have ݀(ݔ௡, (௠ݔ ≤  ௡బൟ inݔො of equivalent constant Cauchy sequences ൛ݕ Then, for the class .ߝ
E, ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ݀൫ݔ௡, ௡బ൯ݔ < ොݕ therefore ,ߝ ∈ ,ොݔ)ܤ (ߝ ∩ ොݔ ,hence ܧ ∈  .(ܧ)݈ܿ

Step 3. The metric space ൫ܧ෨, ሚ݀൯ is complete. Let {ݔො௡} = ൛ݔො଴, ,ොଵݔ … , ,ො௣ݔ … ൟ be a Cauchy in 
(ܧ)݈ܿ ,෨. Asܧ = ݌ ෨, for a fixedܧ ∈ ℕ∗, there is a sequence ൛ݔ௡,௣ൟ in ܧ, such that 
lim௡⟶ஶ ሚ݀൫ݔ௡,௣, ො௣൯ݔ = 0. So, there is ܰ(݌) ∈ ℕ∗ such that, for any ݊ ≥  we have (݌)ܰ 
ሚ݀൫ݔ௡,௣, ො௣൯ݔ ≤ ଵ

௣
. Setting ݕ௣ = ௣ൟ satisfies: 0ݕே(௣),௣, the sequence ൛ݔ ≤ ݀൫ݕ௣, ௤൯ݕ =

ሚ݀൫ݕ௣, ௤൯ݕ ≤ ሚ݀൫ݕ௣, +ො௣൯ݔ ሚ݀൫ݔො௣, ො௤൯ݔ + ሚ݀൫ݔො௤, ௤൯ݕ ≤ ଵ
௣

+ ሚ݀൫ݔො௣, ො௤൯ݔ + ଵ
௤
, for any ݌, ݍ ∈ ℕ∗. Since 

෨, lim௣,௤⟶ஶܧ is a Cauchy in {ො௡ݔ} ሚ݀൫ݔො௣, ො௤൯ݔ = 0, thus lim௣,௤⟶ஶ ݀൫ݕ௣, ௤൯ݕ = 0 i.e. {ݕ௡} is a 
Cauchy in E. Let ݕො be the equivalence class of {ݕ௡}, because, 0 ≤ ሚ݀൫ݔො௣, ො൯ݕ ≤ ሚ݀൫ݔො௣, ௣൯ݕ +
ሚ݀൫ݕ௣, ො൯ݕ < ଵ

௣
+ ሚ݀൫ݕ௣, ො൯,  lim௣⟶ஶݕ ሚ݀൫ݕ௣, ො൯ݕ = lim௣,௡⟶ஶ ݀൫ݕ௣, ௡൯ݕ = 0 thus, 

lim௣⟶ஶ ሚ݀൫ݔො௣, ො൯ݕ = 0. The uniform continuity of ሚ݀ implies that, 
lim௣⟶ஶ ሚ݀൫ݔො௣, ො൯ݕ = ሚ݀൫lim௣⟶ஶ ො௣ݔ , ො൯ݕ = 0 hence, lim௣⟶ஶ ො௣ݔ = ෝ ݕ ∈ ෨ܧ  and ൫ܧ෨, ሚ݀൯ is 
complete. 

Step 4. The uniqueness up to an isomorphism, of the completion ൫ܧ෨, ሚ݀൯. Suppose that, 
there is another completion൫ܧෘ, ሙ݀൯ of the metric (ܧ, ݀). Because, ݈ܿ(ܧ)=ܧ෨, for every ݔො ∈  ,෨ܧ
there is a sequence {ݔ௡} in ܧ, which converges to ݔො, as ܧ ⊂ ෙ,ܧ  then {ݔ௡} is a Cauchy in the 
complete ܧ,ෙ  then ݔ௡ ⟶ ݔ̇ ∈ :ෘ. The map ℎܧ ൫ܧෘ, ሙ݀൯  ⟶ ൫ܧ෨, ሚ݀൯ defined by ℎ(̇ݔ) =  ො, for everyݔ
ݔ̇ ∈ ෘܧ  is an isomorphism. In fact, it is a surjection by construction and for any (̇ݔ, (ݕ̇ ∈ ෘܧ ×  ,ෘܧ
ሚ݀൫ℎ(̇ݔ), ℎ(̇ݕ)൯ = ሚ݀(ݔො, (ොݕ = lim௡⟶ஶ ,௡ݔ)݀  and ܧ are two Cauchy in {௡ݕ} and {௡ݔ} ௡), whereݕ

,௡ݔ) (௡ݕ ⟶ ,ݔ̇) ෘܧ in (ݕ̇ × ෘܧ . As, ሙ݀ ෘܧ : × ෘܧ ⟶ ℝା satisfies ห ሙ݀(ݔ௡, (௡ݕ − ሙ݀(̇ݔ, ห(ݕ̇ ≤
ห ሙ݀(ݔ௡, (௡ݕ − ሙ݀(ݔ௡, ห(ݕ̇ + ห ሙ݀(ݔ௡, (ݕ̇ − ሙ݀(̇ݔ, ห(ݕ̇ ≤ ሙ݀(ݕ௡, (ݕ̇ + ሙ݀(ݔ௡,  ,then (ݔ̇
lim௡⟶ஶ ሙ݀(ݔ௡, (௡ݕ = lim௡⟶ஶ ,௡ݔ)݀ (௡ݕ = ሙ݀(̇ݔ,  The map ℎ, is then an isometric, hence it .(ݕ̇
is an isomorphism. 
     Using the notion of totally bounded metric space or precompact metric space and 
completeness, we will give another characterization of compacts metric space. 
Definition 14.8. A metric space (ܧ, ݀) is said to be totally bounded if, for all ߝ > 0 there is a 
finite parts {ܣଵ, … , ݅ such that, for every ܧ ே} inܣ ∈ {1, … , ܰ} the diameter ߜ(ܣ௜) <  and ߝ
ܧ =∪ଵ

ே ௜ܣ . Equivalently, for all ߝ > 0, there is a finite points {ݔଵ, … ,  such that ,ܧ ே} inݔ
ܧ =∪ଵ

ே ௜ݔ)ܤ ,  .(ߝ
     It is obvious that, a totally bounded metric space is bounded and a subset in a totally 
bounded metric space is totally bounded. Let us summarize some elementary properties 
related to totally bounded metric space in the following. 
Proposition 14.8. A part ܣ in a metric space is totally bounded⟺  .is totally bounded (ܣ)݈ܿ
Proof. It is obvious that if ݈ܿ(ܣ) is totally bounded, then ܣ is totally bounded. Conversely, if 
for ߝ > 0 there is a finite parts {ܣଵ, … , ݅ such that, for every ܧ ே} inܣ ∈ {1, … , ܰ} the 
diameter ߜ(ܣ௜) < ܣ and ߝ =∪ଵ

ே ௜ܣ , then ݈ܿ(ܣ) = ݈ܿ(∪ଵ
ே ௜)=∪ଵܣ

ே ݅ as for every ,(௜ܣ)݈ܿ ∈
{1, … , ܰ} the diameter ߜ൫݈ܿ(ܣ௜)൯ = (௜ܣ)ߜ <  .is totally bounded (ܣ)݈ܿ then ,ߝ
With the same argument as in the proof of the lemma 13.5 we have. 
Proposition 14.9. The totally bounded metric space is separable. 
Lemma 14.7. A compact metric space is totally bounded. 
Proof. Suppose that the compact metric space(ܧ, ݀)  in not totally bounded. Then, there is 
ߝ > 0 such that, not finite number of bulls with radius ߝ covers ܧ. Hence for ݔଵ ∈  ,ܧ
,ଵݔ)ܤ (ߝ ⊅ ଶݔ so it exists ,ܧ ∈ ,ଵݔ)݀ such that ܧ (ଶݔ > ,ଵݔ)ܤ because ,ߝ  (ߝ ∪ ,ଶݔ)ܤ (ߝ ⊅  it ܧ
exists ݔଷ ∈ ,ଵݔ)݀ such that ܧ (ଷݔ > ,ଶݔ)݀ and ߝ  (ଷݔ > ݊ by induction, for every ,…,ߝ  ∈ ܰ∗ 
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there is a sequence {ݔ௡} ⊂ ௜ݔsuch that ݀൫ ܧ , ௝൯ݔ > ,݅ for all ߝ  ݆ ∈ ܰ∗ (݅ ≠ ݆). From the 
compactness of ܧ, the sequence {ݔ௡} has a convergence subsequence hence, it has a Cauchy 
subsequence {ݔ௠} then, for ఌ

ଶ
> 0 there is ݊଴ ∈ ܰ∗ such that for ݌ > ݍ > ݊଴, ߝ < ݀൫ݔ௣, ௤൯ݔ <

ఌ
ଶ
, contradiction. 

Lemma 14.8. For any sequence {ݔ௡} in a totally bounded metric space ܧ, it exists at last one 
ball of ܧ containing an infinite subsequence of the sequence. 
Proof. Since for all ߝ > 0, there is a finite points {ݔଵ, … , ܧ such that ,ܧ ே} inݔ =∪ଵ

ே ௜ݔ)ܤ ,  .(ߝ
If ݔ)ܤ௜ , ݅ for all (ߝ ∈ {1, … , ܰ} containing a finite elements of the sequence {ݔ௡}, there is a 
subsequence ൛ݔఝ(௡)ൟ of the sequence {ݔ௡} such that ൛ݔఝ(௡)ൟ ⊄ ௜ݔ)ܤ , ݅ for all (ߝ ∈ {1, … , ܰ}, it 
follows that ൛ݔఝ(௡)ൟ ⊄∪ଵ

ே ௜ݔ)ܤ , (ߝ = ఝ(௡)ൟݔcontradiction with ൛ ܧ ⊂ {௡ݔ} ⊂E. 
     The following theorem gives, an important characterization of the totally bounded metric 
space.  
Theorem 14.9. A metric space ܧ is compact⟺  .iscomplete and totally bounded ܧ
Proof. By the lemma 14.5 a metric compact space ܧ is complete and by the lemma 14.8 ܧ is 
totally bounded. Conversely, it remains to prove that every sequence in ܧ has a convergence 
subsequence, from the corollary 13.5. Let{ݔ௦} be a sequence in ܧ which is totally bounded, 
then for ߝ = 1, there exists ݔଵ, … , ܧ such that ܧ ேభ inݔ =∪ଵ

ேభ ௜ݔ)ܤ , 1). From the lemma 14.8, 
it exists at least ݉ଵ ∈ {1, … , ଵܰ} such that the ball ܤ൫ݔ௠భ , 1൯ containing an infinite 
subsequence {ݔ௦

ଵ} of the sequence {ݔ௦}. Take the balls such that ܤ൫ݔ௠భ , 1൯ ∩ ܤ ቀݔ௜ , ଵ
ଶ
ቁ ≠ ∅ 

where ݅ ∈ {1, … , ଶܰ}, as ܧ =∪ଵ
ேమ ܤ ቀݔ௜ , ଵ

ଶ
ቁ, by the same argument for the sequence {ݔ௦

ଵ}, it 

exists at least ݉ଶ ∈ {1, … , ଶܰ} such that the ball ܤ ቀݔ௠మ , ଵ
ଶ
ቁ containing an infinite subsequence 

௦ݔ}
ଶ} of the sequence {ݔ௦

ଵ}. Because ݔ௦
ଶ, ௦ݔ

ଵ ∈ ௠భݔ൫ܤ , 1൯ then ݀(ݔ௦
ଵ, ௦ݔ

ଶ) ≤ ݀൫ݔ௦
ଵ, ௠భ൯ݔ +

݀൫ݔ௠భ , ௦ݔ
ଶ൯ < 1 + 1 = 2 = ߜ ቀܤ൫ݔ௠భ , 1൯ቁ, where ߜ ቀܤ൫ݔ௠భ , 1൯ቁ is the diameter of the ball 

௠భݔ൫ܤ , 1൯. By induction, if we take the balls, such that ܤ ቀݔ௠ೖ , ଵ
௞

ቁ ∩ ܤ ቀݔ௜ , ଵ
௞ାଵ

ቁ ≠ ∅ where 

݅ ∈ {1, … , ௞ܰାଵ}, as ܧ =∪ଵ
ேೖశభ ܤ ቀݔ௜ , ଵ

௞ାଵ
ቁ. It exists at least ݉௞ାଵ ∈ {1, … , ௞ܰାଵ} and an 

infinite subsequence {ݔ௦
௞ାଵ} of the sequence {ݔ௦

௞} containing in the ball ܤ ቀݔ௠ೖశభ , ଵ
௞ାଵ

ቁ. As for 

all ݇ ∈ ℕ∗, ݔ௞
௞, ௞ାଵݔ

௞ାଵ  ∈ ܤ ቀݔ௠ೖ , ଵ
௞

ቁ then, ݀൫ݔ௞
௞, ௞ାଵݔ

௞ାଵ൯ ≤ ݀൫ݔ௞
௞, ௠ೖ൯ݔ + ݀൫ݔ௠ೖ , ௞ାଵݔ

௞ାଵ൯ < ଶ
௞

≤

1 + 1 = 2 = ߜ ൬ܤ ቀݔ௠ೖ , ଵ
௞

ቁ൰, where ߜ ൬ܤ ቀݔ௠ೖ , ଵ
௞

ቁ൰ is the diameter of the ball ܤ ቀݔ௠ೖ , ଵ
௞

ቁ. We 

will demonstrate that, the sequence {ݔ௦
௦} is a Cauchy. Since ݔ௣

௣ ∈ ൛ݔ௦
௤ൟ for all ݌, ݍ ∈ ℕ∗  with 

݌ > ௣ݔ then ,ݍ
௣ and ݔ௤

௤ are in the ball of radius ଵ
௤
, so ݀൫ݔ௣

௣ , ௤ݔ
௤൯ < ଶ

௤
. By Archimedean axiom, 

for any ߝ > 0  there is ݊଴ ∈ ℕ∗ such that ଵ
௡బ

<ఌ
ଶ
, hence for ݌, ݍ ∈ ℕ∗  with ݌ > ݍ > ݊଴ we have 

݀൫ݔ௣
௣ , ௤ݔ

௤൯ < ଶ
௤

< ଶ
௡బ

௦ݔ} Therefore, the subsequence .ߝ >
௦} of the sequence {ݔ௦} is a Cauchy in 

the complete metric space ܧ. Hence {ݔ௦
௦} converges in ܧ, it follows that ܧ is compact. 

 
15-Convergences in functional spaces, 

Ascoli and Stone-Weierstrass theorems 
 

15-1. Simple and uniform convergence 
Let E be a nonempty set, F a topological space, ℱ(ܧ,  ,the vector space of all maps (ܨ

defined from E into F. To make the functional space ℱ(ܧ,  important, we are led to (ܨ
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introduce on this space, the so called point open topology i.e. the topology whose, the family 
,ݔ)ܵ} ܷ); ݔ  ∈ ,ܧ ܷ is an open in ܨ} and ܵ(ݔ, ܷ) = {݂ ∈ ℱ(ܧ, ;(ܨ (ݔ)݂  ∈ ܷ} is a subbasis. 
We then define in ℱ(ܧ,  .the simple convergence or pointwise convergence (ܨ
Definition 15.1. Let { ௡݂, ݂;  ݊ ∈ ℕ} be a family of maps in ℱ(ܧ,  We say that, the sequence .(ܨ
{ ௡݂} simply converges to ݂ if, for every ݔ ∈ } the sequence ܧ ௡݂(ݔ)} converges to ݂(ݔ) in ܨ. 
In other words, the map ݂ is a simple limit or pointwise limit of the sequence { ௡݂} if, for every 
ݔ ∈ ܸ and for every ܧ ∈ ࣨ൫݂(ݔ)൯, there is ݊଴ ∈ ℕ∗ (݊଴ depends to ݔ and ܸ) such that, for 
݊ > ݊଴, ௡݂(ݔ) ∈ ܸ. We write ௡݂

௦.௖
ሱሮ ݂ to express that, ݂ is a simple limit of the sequence { ௡݂}. 

In the case of the metric (ܨ, ݀ᇱ), ቂ ௡݂
௦.௖
ሱሮ ݂ቃ ⟺ [lim௡⟶ஶ ݀ᇱ( ௡݂(ݔ), ((ݔ)݂ = 0, for every ݔ ∈

  ,such that, for any ݊>݊0  ,ߝ  and ݔ there is ݊0∈ℕ∗ ݊0 depends of ,0<ߝ∀ and ܧ∋ݔ∀⟺ܧ
   ߝ >ݔ݂ ,ݔ݂݊′݀

Example 15.1. 
ܽ) The sequence ௡݂: ℝା ⟶ ℝା, defined by ௡݂(ݔ) = ݁ି௡௫  simply converges to ݂(ݔ) =

൜ 0, if ݔ ∈ ℝା
∗ ; 

1,      if ݔ = 0 .
� 

ܾ) The sequence ௡݂: [0,1] ⟶ ℝା, defined by ௡݂(ݔ) = ௡௫
ଵା௡௫

 simply converges to ݂(ݔ) =

൜1, if ݔ ∈ ]0,1]; 
0,      if ݔ = 0 .

� 

ܿ) The sequence ௡݂: ℝ ⟶ ℝ, defined by ௡݂(ݔ) = ଵା௡௫
ଵା௡మ௫మ simply converges to ݂(ݔ) =

൜0, if ݔ ∈ ]0,1]; 
1,      if ݔ = 0 .

� 

     ݀) The sequence ௡݂: ℝ ⟶ ℝା
∗ , defined by a) For any ݊ ∈ ℕ∗, the sequence ௡݂: [0,1] ⟶

ℝ, deϐined by = ଵ
ଵା(௫ି௡)మ simply converges to ݂(ݔ) = 0, for every ݔ ∈ ℝ. 

Remark 15.1. We can also define, the simple convergence of a net ( ఈ݂)ఈ∈஽, following a basis 
ℬ of the filter ℱ on ܦ to a function ݂ in ℱ(ܧ, ݔ i.e. for every (ܨ ∈ (ݔ)ఈ݂ ,ܧ ⟶  (ݔ)݂
following ℬ. 

In the sequel, we assume that (ܨ, ݀ᇱ) is a metric space and for all ݂ ∈ ℱ(ܧ,  the diameter (ܨ
of  ݂(ܧ) is finished i.e. ߜ൫݂(ܧ)൯ = sup௬,௬ᇲ∈௙(ா) ݀ᇱ(ݕ, (ᇱݕ < +∞. Then, the map 
݀ஶ: ℱ(ܧ, (ܨ × ℱ(ܧ, (ܨ ⟶ ℝା, defined by: ݀ஶ(݂, ݃) = sup௫∈ா ݀ᇱ(݂(ݔ) ,  for every ,(ݔ)݃
݂, ݃ ∈ ℱ(ܧ, ,ܧ)is a metric. The topology on ℱ  (ܨ  induced by ݀ஶ, is said to be the ,(ܨ
uniform topology. We will define in the metric (ℱ(ܧ, ,(ܨ ݀ஶ), another important type of 
convergence, which is called the uniform convergence and we will give, the relationship 
between the pointwise convergence and uniform convergence and the properties of their limit 
when it exist.  
Definition 15.2. Let { ௡݂, ݂;  ݊ ∈ ℕ} be a family of maps in ℱ(ܧ,  We say that, the sequence .(ܨ
{ ௡݂} uniformly converges to ݂ or, the map ݂ is a uniform limit of the sequence { ௡݂} iffy, 
lim௡⟶ஶ ݀ஶ( ௡݂, ݂) = 0  In other words, iffy, for every ߝ > 0, there is ݊଴ ∈ ℕ∗ (݊଴ depends en 
݊ such that, for any ,(ߝ > ݊଴, [݀ஶ( ௡݂, ݂) < ߝ ⟺ sup௫∈ா ݀ᇱ( ௡݂(ݔ) , (ݔ)݂ < [ߝ ⟺
ൣ݀ᇱ൫ ௡݂(ݔ), ൯(ݔ)݂ < ,ߝ ݔ∀ ∈ ൧. We write ௡݂ܧ

௨.௖
ሱሮ ݂, to express that, ݂ is a uniform limit, of the 

sequence { ௡݂}. 
Example 15.2. 

ܽ) For any ݊ ∈ ℕ∗, the sequence ௡݂: [0,1] ⟶ ℝ, defined by ௡݂(ݔ) =  ௡ simply convergesݔ

to ݂(ݔ) = ൜0, if ݔ ∈ [0,1[; 
1,      if ݔ = 1 .

� 
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But, ௡݂ is not uniformly convergent to ݂. In fact, ݀ஶ( ௡݂, ݂) = sup௫∈[଴,ଵ]| ௡݂(ݔ) −
 .Then, lim݊⟶∞݀∞݂݊,݂≠0 .1=݊ݔ0,1∋ݔsup=ݔ݂

b) For any ݊ ∈ ℕ∗, the sequence ௡݂: [0,1] ⟶ ℝା, defined by: ௡݂(ݔ) = 1 + ௫
௡

, simply 

converges to ݂(ݔ) = 1 (max௫∈[଴,ଵ]| ௡݂(ݔ) − |(ݔ)݂ = max௫∈[଴,ଵ]
௫
௡
=ଵ

௡
⟶ 0). 

c) For any ݊ ∈ ℕ∗, the sequence ௡݂: [0,1] ⟶ ℝା, defined by: 

௡݂(ݔ) = ቐ
݊ଶ1)ݔ − ,(ݔ݊ if ݔ ∈ ቂ0, ଵ

௡
ቃ ;           

0, if ݔ ∈ ቂଵ
௡

, 1ቃ.                                 
� 

simply converges to ݂(ݔ) = 0, for every ݔ ∈ [0,1]. But, ௡݂(ݔ) is not uniformly convergent to 
0. Because, max௫∈[଴,ଵ]| ௡݂(ݔ)| = max௫∈ቂ଴,భ೙ቃ൫݊ଶ1)ݔ − ൯(ݔ݊ = ௡

ସ
⟶ +∞. 

d) For any ݊ ∈ ℕ∗, the sequence ௡݂: [0,1] ⟶ ℝା, defined by: 

௡݂(ݔ) = ቐ
௫
௡

, if ݔ ∈ ቂ0, ଵ
ଶ
ቃ ;           

1 + ଵ
௘೙ , if ݔ ∈ ቃଵ

ଶ
, 1ቃ .

� 

converges uniformly to ݂(ݔ) = ቐ
0, if ݔ ∈ ቂ0, ଵ

ଶ
ቃ ;  

ݔ      ,1 ∈ ቃଵ
ଶ

, 1ቃ .
� 

(max௫∈[଴,ଵ]| ௡݂(ݔ) − |(ݔ)݂ = ଵ
௘೙ + max௫∈ቂ଴,భమቃ ቀ௫

௡
ቁ= ଵ

௘೙ + ଵ
ଶ௡

⟶ 0). 

As seen in the example 15.2, ܽ) and b), the uniform convergence implies the simply 
convergence, and the converse is not true.  
Theorem 15.1. If ܨ is complete, then (ℱ(ܧ, ,(ܨ ݀ஶ) is complete. 
Proof. Let { ௡݂} be a Cauchy in (ℱ(ܧ, ,(ܨ ݀ஶ), then for ߝ > 0 be, there is ݊଴ ∈ ℕ∗ such that 
for ݌, ݍ > ݊଴, ݀ᇱ ቀ ௣݂(ݔ), ௤݂(ݔ)ቁ < ݔ for any ߝ ∈ ݔ Then, for every .ܧ ∈  the sequence ܧ
{ ௡݂(ݔ)} is Cauchy in the complete ܧ, so for every ݔ ∈ (ݔ)௡݂ ܧ ⟶ (ݔ)݂ ∈ ݌ As, for .ܧ > ݊଴ 
and ݍ ⟶ ∞ ݀ᇱ ቀ ௣݂(ݔ), ቁ(ݔ)݂ < ݔ for any ,ߝ ∈ then ݀ஶ൫ ,ܧ ௣݂, ݂൯ ⟶ 0. So (ℱ(ܧ, ,(ܨ ݀ஶ) is 
complete. 

The fact that, we are going to introduce the continuity of the elements of ℱ(ܧ,  we must ,(ܨ
assume that ܧ is a topological space. 
Proposition 15.1. Let { ௡݂, ݂;  ݊ ∈ ℕ} be a family of maps in ℱ(ܧ, } If, the sequence .(ܨ ௡݂} 
uniformly converges to ݂ and for every ݊ ∈ ℕ ௡݂ is continuous on E. Then, ݂ is continuous on 
E. 
Proof. Since ௡݂

௨.௖
ሱሮ ݂, for ߝ > 0 there is ݊଴ ∈ ℕ∗such that ݀ᇱ ቀ݂(ݔ), ௡݂బ

ቁ(ݔ) ≤ ఌ
ଷ
 for every 

ݔ ∈ ܰ ଴, there is a neighborhoodݔ As ௡݂బ is continuous in .ܧ ∈  such that ,(଴ݔ)ࣨ
݀ᇱ ቀ ௡݂బ

,(଴ݔ) ௡݂బ
ቁ(ݔ) ≤ ఌ

ଷ
, ݔ∀ ∈ ܰ. Then, for any ߝ > 0 there is ܰ ∈  ,such that (଴ݔ)ࣨ

݀ᇱ൫݂(ݔ଴), ൯(ݔ)݂ ≤ ݀ᇱ ቀ݂(ݔ଴), ௡݂బ
ቁ(଴ݔ) + ݀ᇱ ቀ ௡݂బ

,(଴ݔ) ௡݂బ
ቁ(ݔ) + ݀ᇱ ቀ ௡݂బ

,(ݔ) ቁ(ݔ)݂ ≤ ఌ
ଷ

+ ఌ
ଷ

+
ఌ
ଷ

= ݔ for any ,ߝ  ∈ ܰ. Hence, ݂ is continuous in the arbitrary element ݔ଴ of E, thus ݂ is 
continuous on E. 
Corollary 15.1. Let { ௡݂} be a sequence, of the continuous maps from the metric (ܧ, ݀) into ܨ. 
If, the restriction of { ௡݂} to any compact ܭ ⊂  uniformly converges to ݂. Then, ݂ is ܧ
continuous on E. 
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Proof. Let ݂ be the uniform limit of the restriction of { ௡݂}  into the compact ܭ. From the 
proposition 15.1, ݂ is continuous on the arbitrary ܭ, so by the lemma 13.4 ݂ is continuous on 
 .ܧ

Let us denote by ࣝ(ܧ, ,ܧ)the subspace of ℱ ,(ܨ  ܧ formed by the continuous maps from  ,(ܨ
into ܨ. We then have. 
Corollary 15.2. ࣝ(ܧ,  .is closed (ܨ
Proof. If, ݂ ∈ ݈ܿ൫ࣝ(ܧ, } ൯, there is a sequence(ܨ ௡݂} in ࣝ(ܧ,  uniformly converging to ݂. As (ܨ
by proposition 15.1, ݂ is continuous on ܧ, then ݂ ∈ ,ܧ)ࣝ ,ܧ)ࣝ Thus .(ܨ  .is closed (ܨ

In order to give a Dini's theorem, regarding the passage from simple convergence to 
uniform convergence, we need the following lemma. 
Theorem 15.2. Let ܧ be a compact space. If, the family { ௡݂, ݂;  ݊ ∈ ℕ} in ࣝ(ܧ,  :satisfies (ܨ
for every ݔ ∈ the sequence ݀ᇱ൫ ,ܧ ௡݂(ݔ),  ,൯ is decreasing and converges to 0. Then(ݔ)݂
݀ஶ( ௡݂, ݂) ⟶ 0. 
Proof. As ݂ ∈ ,ܧ)ࣝ and ݀ᇱ൫ (ܨ ௡݂(ݔ), ൯(ݔ)݂ ⟶ 0. For ߝ > 0, there is ݊ଵ ∈ ℕ∗ such that, for 
each ݊ > ݊ଵ, ݂(ݔ) ∈ )ܤ ௡݂(ݔ), ݊ So for all .(ߝ > ݊ଵ ܣ௡ = ൛ݔ ∈ ,ܧ ݀൫ ௡݂(ݔ), ൯(ݔ)݂ ≥  ൟ isߝ
closed. Because ݀ᇱ൫ ௡݂ାଵ(ݔ), ൯(ݔ)݂ ≤ ݀ᇱ൫ ௡݂(ݔ), ݊ ൯, for every(ݔ)݂ ∈ ℕ, then the closed 
sequence {ܣ௡, ݊ > ݊ଵ} is decreasing. As the space E is compact, by corollary 10.1, 
∩௡வ௡భ ௡ܣ = ∅ or ܧ =∪௡வ௡భ

஼(௡ܣ) , it follows that, for ݔ ∈ there is ݊଴ ܧ > ݊ଵ, such that 
ݔ ∈ ൫ܣ௡బ൯஼

 then ݀ᇱ ቀ ௡݂బ
,(ݔ) ቁ(ݔ)݂ < ݊ so for ,ߝ > ݊଴, 

݀ᇱ൫ ௡݂(ݔ), ൯(ݔ)݂ < ݀ᇱ ቀ ௡݂బ
,(ݔ) ቁ(ݔ)݂ < Thus lim௡⟶ஶ .ߝ ݀ஶ( ௡݂, ݂) = 0. 

Corollary 15.3. (Diniᇱs theorem). If the family { ௡݂, ݂;  ݊ ∈ ℕ} in ࣝ(ܧ, ℝ), where ܧ is a 
compact space satisfies: the sequence { ௡݂} is monotone and ௡݂

௦.௖
ሱሮ ݂. Then ௡݂

௨.௖
ሱሮ ݂. 

Proof. As ݀൫ ௡݂(ݔ), ൯(ݔ)݂ = | ௡݂(ݔ) − ݔ for every |(ݔ)݂ ∈ } if ,ܧ ௡݂} is decreasing ݂(ݔ) ≤
௡݂ାଵ(ݔ) ≤ ௡݂(ݔ) for every ݔ ∈ } ,and if ܧ ௡݂} is increasing ௡݂(ݔ) ≤ ௡݂ାଵ(ݔ) ≤  for every ,(ݔ)݂

ݔ ∈ ݔ Then, for every .ܧ ∈ ᇱ൫݀ ,ܧ ௡݂(ݔ), ൯ is decreasing and 0(ݔ)݂ ≤ ݀ᇱ൫ ௡݂(ݔ), ൯(ݔ)݂ ≤ 0, 
therefore ݀ᇱ൫ ௡݂(ݔ), ൯(ݔ)݂ ⟶ 0. By the theorem 15.2 ௡݂

௨.௖
ሱሮ ݂. 

 
15.2-Ascoli and Stone-Weierstrass theorems 

In Section 15.1, we have seen that, the space ࣝ(ܧ, ,ܧ)is closed in (ℱ (ܨ ,(ܨ ݀ஶ) and, if ܨ is 
complete, (ℱ(ܧ, ,(ܨ ݀ஶ) is complete, therefore ࣝ(ܧ,  is complete. It is also important, to (ܨ
find compacts spaces in (ℱ(ܧ, ,(ܨ ݀ஶ). Such a space is closely linked to the concept of 
equicontinuity. 
Definition 15.3. let ℱ(ܧ,  is a topological space. We say that, the subset ℋ of ܧ be, where (ܨ
ℱ(ܧ, ଴ݔ is equicontinuous in (ܨ ∈ ߝ if for every ,ܧ > 0 there is a neighborhood ܰ ∈  ,(଴ݔ)ࣨ
such that the diameter ߜ൫݂(ܰ)൯ < ݂ for every ,ߝ ∈ ℋ. ℋ is said to be equicontinuous on ܧ, if 
ℋ is equicontinuous in any point of E.  
Definition 15.4. let (ܧ, ݀) and (ܨ, ݀ᇱ) are metric spaces. We say that the subset ℋ of ℱ(ܧ,  (ܨ
is uniformly equicontinuous on ܧ, if for every ߝ > 0 there is ߟ > 0 such that for every 
,ݔ ݕ ∈ ,ݔ)݀ satisfying ,ܧ (ݕ < ,(ݔ)݂)ᇱ݀ ,ߟ ((ݕ)݂ < ݂ for every ߝ  ∈  .ܪ
It is clear that: 
     ܽ) The subset ℋ of ℱ(ܧ,  iffy all the elements of ℋ ,ܧ is uniformly equicontinuous on (ܨ
has the same modulus of continuity.  
     ܾ) In the definition 15.3, the neighborhood ܰ depends on ℋ, ݔ଴ and ߝ but not on ݂. 
     ܿ) The equicontinuous implies the uniform continuity.  
     ݀) If ℋ is finite, then ℋ is equicontinuous. 
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     ݁) If ℋ = { ௡݂} and ௡݂
௨.௖
ሱሮ ݂, then ℋ is equicontinuous. 

Proposition 15.1. Let ܧ be a space. If, the sequence { ௡݂} in ℱ(ܧ,  is equicontinuous in ,(ܨ
଴ݔ ∈ and ௡݂ ,ܧ

௨.௦
ሱሮ ݂ ∈ ℱ(ܧ,  .଴ݔ Then, ݂ is continuous in .(ܨ

Proof. Let ߝ > 0 be, since for all ݔ ∈ (ݔ)௡݂ ܧ ⟶ there is ݊଴ ,(ݔ)݂ ∈ ℕ∗ such that 
݀ᇱ ቀ ௡݂బ

,(ݔ) ቁ(ݔ)݂ ≤ ఌ
ଷ
. { ௡݂} being equicontinuous in ݔ଴ ∈ ܰ there is a neighborhood ,ܧ ∈

such that ݀ᇱ ,(଴ݔ)ࣨ ቀ ௡݂బ
,(ݔ) ௡݂బ

ቁ(଴ݔ) ≤ ఌ
ଷ
, for all ݔ ∈ ܰ, therefore ݀ᇱ൫݂(ݔ), ൯(଴ݔ)݂ ≤

݀ᇱ ቀ݂(ݔ), ௡݂బ
ቁ(ݔ) + ݀ᇱ ቀ ௡݂బ

,(ݔ) ௡݂బ
ቁ(଴ݔ) + ݀ᇱ ቀ ௡݂బ

,(଴ݔ) ቁ(଴ݔ)݂ ≤ ఌ
ଷ

+ ఌ
ଷ

+ ఌ
ଷ

= ݔ for all ,ߝ ∈
ܰ. 
Proposition 15.2. Let ܧ be a space. If, the subset ℋ in ℱ(ܧ,  is equicontinuous, then ݈ܿ(ℋ) (ܨ
is equicontinuous. 
Proof. Because for ݂ ∈ ݈ܿ(ℋ), there is a sequence { ௡݂} in ℋ converging to ݂ in 
(ℱ(ܧ, ,(ܨ ݀ஶ). Then, for ߝ > 0 there is ݊଴ ∈ ℕ∗ such that, ݀ᇱ ቀ ௡݂బ

,(ݔ) ቁ(ݔ)݂ ≤ ఌ
ଷ
 for every 

ݔ ∈ ଴ݔ Let .ܧ ∈ ܰ ଴, there is a neighborhoodݔ because ℋ is equicontinuous in ,ܧ ∈  ,(଴ݔ)ࣨ
such that, ݀ᇱ ቀ ௡݂బ

,(ݔ) ௡݂బ
ቁ(଴ݔ) ≤ ఌ

ଷ
, for every ݔ ∈ ܰ, thus 

݀ᇱ൫݂(ݔ), ൯(଴ݔ)݂ ≤ ݀ᇱ ቀ݂(ݔ), ௡݂బ
ቁ(ݔ) + ݀ᇱ ቀ ௡݂బ

,(ݔ) ௡݂బ
ቁ(଴ݔ) + ݀ᇱ ቀ ௡݂బ

,(଴ݔ) ቁ(଴ݔ)݂ ≤
,ߝ  for every ݔ ∈ ܰ, and all ݂ ∈ ݈ܿ(ℋ). Thus ݈ܿ(ℋ) is equicontinuous. 
Proposition 15.3. If, (ܧ, ݀) is a metric compact space. Any equicontinuous subset ℋ in 
ℱ(ܧ,  .is uniformly equicontinuous (ܨ
Proof. Let ߝ > 0 be, by the equicontinuous of ℋ, for every ݔ ∈  ܧ there is an open ௫ܱ in ܧ
such that ݔ ∈ ௫ܱ and ߜ൫݂( ௫ܱ)൯ < ݂ for every ,ߝ ∈ ܧ Because .ܪ =∪௫∈ா ௫ܱ, and ܧ is a 
compact metric space all the requirements of the fundamental lemma 13.2 are checked. Then, 
there is ݎ > 0 such that for all ݕ ∈ ,ݕ)ܤ ,ܧ is containing in at last one of the ௫ܱ (ݎ , therefore 
ߜ ቀ݂൫ݕ)ܤ, ,ݔ)݀ it follows that, as soon as ,ߝ >൯ቁ(ݎ (ݕ < ,ݔ where ,ݎ ݕ ∈  we have ,ܧ
݀ᇱ(݂(ݔ), ((ݕ)݂ < ݂ for every ,ߝ  ∈ ℋ. Thus, ℋ is uniformly equicontinuous. 
Theorem 15.3. (First Ascoli’s theorem). Let ܧ be a space, (ܨ, ݀ᇱ) a compact metric space, 
{ ௡݂} an equicontinuous sequence in ℱ(ܧ, ܦ and a part (ܨ ⊂ (ܦ)݈ܿ whith ܧ = If, ௡݂ .ܧ
௦.௖
ሱሮ ݂ on ܦ, then 
     ݅) it exists a continuous map ݂ from E into F, such that ௡݂

௦.௖
ሱሮ ݂ on ܧ. 

    ݅݅) ௡݂
௨.௖
ሱሮ ݂ on any compact ܭ of ܧ. 

Proof. ݅) Since { ௡݂} is equicontinuous in ℱ(ܧ, ݔ for ,(ܨ ∈ ߝ and ܧ > 0, there is a 
neighborhood ܰ ∈ ᇱݔ such that for ,(ݔ)ࣨ ∈ ܰ, ݀ᇱ൫ ௡݂(ݔ), ௡݂(ݔᇱ)൯ < ఌ

ଷ
 for all ݊ ∈ ℕ. Because 

(ܦ)݈ܿ = ܰ then ,ܧ ∩ ܦ ≠ ∅  and ௡݂(ݕ) ⟶ ݕ for (ݕ)݂ ∈ ܰ ∩ } so ,ܦ ௡݂(ݕ)} is a Cauchy in ܧ, 
there is ݊଴ ∈ ℕ∗, such that for ݊, ݉ > ݊଴, ݀ᇱ൫ ௡݂(ݕ), ௠݂(ݕ)൯ < ఌ

ଷ
, therefore ݀ᇱ൫ ௡݂(ݔ), ௠݂(ݔ)൯ ≤

݀ᇱ൫ ௡݂(ݔ), ௡݂(ݕ)൯ + ݀ᇱ൫ ௡݂(ݕ), ௠݂(ݕ)൯ + ݀ᇱ൫ ௠݂(ݕ), ௠݂(ݔ)൯ < ఌ
ଷ

+ ఌ
ଷ

+ ఌ
ଷ

= ݔ Hence, for all .ߝ ∈ 
the sequence { ௡݂(ݔ)} is a Cauchy in the complete ܨ, by the proposition 15.1, it exists a 
continuous map ݂: ܧ ⟶ } which is the simply limit of ܨ ௡݂(ݔ)}. ݅݅) Let ܽ ∈  since the maps ,ܭ

௡݂, ݂ are continuous in ܽ, for ߝ > 0 there is an open ܷ௔ in ܭ containing ܽ such that 
݀ᇱ൫ ௡݂(ݔ), ௡݂(ܽ)൯ < ఌ

ଷ
ݔ∀  ∈ ܷ௔, ∀݊ ∈ ℕ, and there is an open ௔ܹ in ܭ containing ܽ such that 

݀ᇱ൫݂(ݔ), ݂(ܽ)൯ < ఌ
ଷ
ݔ∀ , ∈ ௔ܹ. Then for ߝ > 0, there is an open ௔ܱ = ܷ௔ ∩ ௔ܹ in ܭ 

containing ܽ such that ∀ݔ ∈ ௔ܱ, ݀ᇱ൫ ௡݂(ݔ), ௡݂(ܽ)൯ + ݀ᇱ൫݂(ݔ), ݂(ܽ)൯ < ଶఌ
ଷ

. Because ܭ =
∪௔∈௄ ௔ܱ, there is a finite elements {ܽଵ, … , ܽ௠} in ܭ such that ܭ =∪ଵஸ௜ஸ௠ ௔ܱ೔. Since for 
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݅ ∈ {1, … , ݉}, ௡݂(ܽ௜) simply converges to ݂(ܽ௜), there is ݊௜ ∈ ℕ∗ such that for ݊ > ݊௜, 
݀ᇱ൫ ௡݂(ܽ௜), ݂(ܽ௜)൯ < ఌ

ଷ
, hence for ݊ > ݊଴ = maxଵஸ௜ஸ௠ ݊௜ , ݀ᇱ൫ ௡݂(ܽ௜), ݂(ܽ௜)൯ < ఌ

ଷ
, therefore for 

all ݔ ∈  is containing in some open ௔ܱೕ we have ݔ .i.e ܭ

݀ᇱ൫ ௡݂(ݔ), ൯(ݔ)݂ ≤ ݀ᇱ ቀ ௡݂(ݔ), ௡݂൫ ௝ܽ൯ቁ + ݀ᇱ ቀ ௡݂൫ ௝ܽ൯, ݂൫ ௝ܽ൯ቁ + ݀ᇱ ቀ݂൫ ௝ܽ൯, ቁ<ఌ(ݔ)݂
ଷ

+ ఌ
ଷ

+ ఌ
ଷ

=  .ߝ

Thus ௡݂
௨.௖
ሱሮ ݂ on ܭ. 

Corollary 15.4. If, (ܧ, ݀) is a compact space, (ܨ, ݀ᇱ) is a metric one, { ௡݂} an equicontinuous 
sequence in ℱ(ܧ, and ௡݂ (ܨ

௦.௖
ሱሮ ݂ on ܧ. Then ௡݂

௨.௖
ሱሮ ݂ on ܧ. 

Proof. It suffices to take, ܭ = and to repeat, the same proof as that of ௡݂ ܧ
௨.௖
ሱሮ ݂ on ܭ in the 

theorem 15.3. 
We now give, the largely used and very important form of Ascoli’s theorem. 
Theorem 15. 4. (Second Ascoli’s theorem). Let ܧ be a compact space, (ܨ, ݀ᇱ) a complete 
metric space, ܪ a part of (ࣝ(ܧ, ,(ܨ ݀ஶ) and, ℋ(ݔ) = ;(ݔ)݂}  ݂ ∈ ℋ}, where ݔ ∈  ,Then .ܧ

ℋ is relatively compact ⟺ ൜ ݅)
݅݅)

�  ℋ is equicontinuous;                                        
ℋ(ݔ) is relatively compact, for all ݔ ∈ .ܧ . 

Proof. ݅) As ݈ܿ(ℋ) is compact, from the lemma 14.8 it is totally bounded. Then, for ߝ > 0, 
there is a finite elements { ଵ݂, … , ௠݂} in ℋ such that, ℋ ⊂ ݈ܿ(ℋ) =∪ଵஸ௜ஸ௠ ܤ ቀ ௜݂ , ఌ

ଷ
ቁ, because 

for ݅ ∈ {1, … , ݉}, ௜݂ is continuous in any ݔ ∈ there is an open ௫ܱ ,ܧ
௜  in ܧ containing ݔ, such 

that ݀ᇱ൫ ௜݂(ݔ), ௜݂(ݔᇱ)൯ <  ఌ
ଷ
 for ݔᇱ ∈ ௫ܱ

௜ . Since for ݂ ∈ ℋ there is ݆ ∈ {1, … , ݉} such that 

݂ ∈ ܤ ቀ ௝݂ , ఌ
ଷ
ቁ then, sup௫∈ா ݀ᇱ ቀ݂(ݔ), ௝݂(ݔ)ቁ <  ఌ

ଷ
 hence for ݔᇱ ∈ ܱ =∩ଵஸ௜ஸ௠ ௫ܱ

௜  which is an 

open in ܧ containing ݔ ݀ᇱ൫݂(ݔ), ൯(ᇱݔ)݂ ≤ ݀ᇱ ቀ݂(ݔ), ௝݂(ݔ)ቁ + ݀ᇱ ቀ ௝݂(ݔ), ௝݂(ݔᇱ)ቁ +

݀ᇱ ቀ ௝݂(ݔᇱ), ቁ(ᇱݔ)݂ < ఌ
ଷ

+ ఌ
ଷ

+ ఌ
ଷ

=  Thus ℋ is equicontinuous. ݅݅) Define, the map .ߝ
߮: ,ܧ)ࣝ (ܨ ⟶ (݂)߮ ,by ܨ = ,(݂)in E. As, ݀ᇱ൫߮ ݔ for a fixed  (ݔ)݂ ߮(݃)൯=݀ᇱ൫݂(ݔ), ൯(ݔ)݃ ≤
݀ஶ(݂, ݃) for all ݂, ݃ ∈ ,ܧ)ࣝ ,ܧ)ࣝ then ߮ is 1-Lipschitz, hence ߮ is continuous on ,(ܨ  By .(ܨ
proposition 10.4 ߮൫݈ܿ(ℋ)൯ is compact and by the theorem 7.2, 4) ߮(ℋ) ⊂ ߮൫݈ܿ(ℋ)൯ ⊂
݈ܿ൫߮(ℋ)൯. As ߮൫݈ܿ(ℋ)൯ is closed by the proposition 10.3. Thus ݈ܿ൫߮(ℋ)൯ = ߮൫݈ܿ(ℋ)൯, 
hence ߮(ℋ) is relatively compact in ܨ, as for ݔ ∈ (ݔ)ℋ ܧ ⊂ ߮(ℋ), then ݈ܿ൫ℋ(ݔ)൯ ⊂
݈ܿ൫߮(ℋ)൯, as a closed in the compact ݈ܿ൫ℋ(ݔ)൯ is compact. Conversely, by the proposition 
14.8 and the theorem 14.9, it suffices to prove that ݈ܿ(ℋ) is complete and totally bounded. As 
,ܧ)is complete, by the theorem 15.1 ℱ ܨ ,ܧ)ࣝ ,is complete and by the corollary 15.2 (ܨ  is (ܨ
closed in ℱ(ܧ, ,ܧ)ࣝ hence ,(ܨ  is complete. It is clear that ݈ܿ(ℋ) is complete. To prove that (ܨ
ℋ is totally bounded. Let ߝ > 0 and ݔ ∈  by the equicontinouity of ℋ, there is an open ௫ܱ ,ܧ
in ܧ which contains ݔ such that for all ݔᇱ ∈ ௫ܱ, ݀ᇱ൫݂(ݔ), ൯(ᇱݔ)݂ <  ఌ

ସ
 for all ݂ ∈ ℋ. Because 

ܧ =∪௫∈ா ௫ܱ  and ܧ is compact, there is a finite elements {ݔଵ, … , ܧ such that ܧ ௠} inݔ =
∪ଵஸ௜ஸ௠ ௫ܱ೔. Since for all ݅ ∈ ܫ = {1, … , ݉}, ℋ(ݔ௜) = ,(௜ݔ)݂} ݂ ∈ ℋ} is relatively compact, 
then ℒ =∪ଵ

௠ ℋ(ݔ௜) is relatively compact, there is a finite elements {ݕଵ, … ,  ௞} in F such thatݕ
ℒ ⊂∪ଵ

௞ ܤ ቀݕ௝ , ఌ
ସ
ቁ, then there is ߮(݅) ∈ ܬ = {1, … , ݇} such that ݂(ݔ௜) ∈ ܤ ቀݕఝ(௜), ఌ

ସ
ቁ. Denote Φ 

the finite collection of all maps ߮: ݅ ∈ ܫ ↦ ߮(݅) ∈ Let ℰఝ .ܬ = ቄ݂ ∈ ℋ, (௜ݔ)݂ ∈ ܤ ቀݕఝ(௜), ఌ
ସ
ቁቅ, 

then ℋ=∪ఝ∈஍ ℰఝ. So, for any ߝ > 0 for any ݔ ∈  which belongs to some ௫ܱ೔ and for any ܧ
݂, ݃ ∈ ℰఝ, ݀ᇱ൫݂(ݔ), ൯(ݔ)݃ ≤ ݀ᇱ൫݂(ݔ), ൯(௜ݔ)݂ + ݀ᇱ൫݂(ݔ௜), ఝ(௜)൯ݕ + ݀ᇱ ቀݕఝ(௜), ቁ(௜ݔ)݃ +
݀ᇱ൫݃(ݔ௜), ൯(ݔ)݃ < ఌ

ସ
+ ఌ

ସ
+ ఌ

ସ
+ ఌ

ସ
= ݔ for all ߝ ∈ ߮ It follows that for every .ܧ ∈ Φ the 
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diameter ߜ൫ℰఝ൯ <  therefore ℋ is totally bounded, by proposition 15.8 ݈ܿ(ℋ) is totally ,ߝ
bounded. Since ݈ܿ(ℋ) is totally bounded and complete it is compact. 
Remark 15.2. In the theorem 15.4 
     ܽ) If (ܨ, ݀ᇱ) is compact, then it is complete. The condition ℋ(ݔ) is relatively compact for 
all ݔ ∈   .is obviously verified. Then, ℋ is equicontinuous iffy ℋ is relatively compact ܧ
     ܾ) If ܧ is a metric compact space, we us the separability of ܧ and a modulus of continuity 
to proof the implication" ⟹ "(see G.Choquet, theorem 23.5, p.97). 
     It is clear that. 
     ܿ). It (ܨ, ݀ᇱ) is a metric, we obtain the same resultat by utilization of the Tychonoff 
theorem. 
Corollary 15.5. Under the conditions of the theorem 15.4. If, the sequence { ௡݂} in 
,ܧ)ࣝ) ,(ܨ ݀ஶ) is equicontinuous, and the sequence { ௡݂(ݔ)} for all ݔ ∈  is relatively compact ܧ
in F. Then { ௡݂} has a subsequence which uniformly converges. 
Remark 15.3.  
     ܽ) The theorem 15.4, is not valid if E is locally compact. In fact, the sequence { ௡݂} in 
ࣝ(ℝ, [0,1]) defined by ௡݂(ݔ) = ଵ

ଵା(௫ି௡)మ is equicontinuous, but it is not relatively compact in 
ࣝ(ℝ,  .(is not compact ܧ) ([0,1]
     ܾ) Let ݅݀: [0,1] ⟶ [0,1] be the identity function. For all ݊ ∈ ℕ, the sequence{ ௡݂ = ݅݀ +
݊ is equicontinuous in ࣝ0,1,ℝ, since for all ݊∈ℕ and for all ݕ−ݔ=ݕ݂݊−ݔ݂݊ ,0,1∋ݕ,ݔ but it is 
not relatively compact in ࣝ([0,1], ℝ) (ℋ(0) = ℕ = ݈ܿ(ℕ) which is not compact). 

     ܿ) The sequence { ௡݂} in ࣝ([0,1], [0,1]) where ௡݂(ݔ) =  is not relatively compact ,(ݔ݊)݊݅ݏ
in ࣝ([0,1], [0,1]) (ℋ = { ௡݂} is not equicontinuous). 
     ݀) Let ܽ ∈ [2,3] and let for all ݔ ∈ [0,1] ௔݂(ݔ) = ݔ + ܽ. Then, the family ℋ =
{ ௔݂, ܽ ∈ [2,3]} is relatively compact. 
     In the end of this section, we will present one of the versions of the Stone-Weierstrass 
theorem, whose the Weierstrass theorem concerning the uniform approximation, of a 
continuous function on a compact space by a polynomial, becomes a special case. Before the 
proof of this theorem, let us introduce and prove some concepts and elementary results related 
at it demonstration. In the sequel, ܧ is a compact space, ࣛ is the nonempty part of 
,ܧ)ࣝ) ॶ), ݀ஶ), where ॶ = ℂ or ℝ and for ݂, ݃ ∈ ,ܧ)ࣝ  ॶ), 
 ݀ஶ(݂, ݃) = max௫∈ா ݀ᇱ(݂(ݔ), ,(ݔ)݂)with, ݀ᇱ ((ݔ)݃ ((ݔ)݃ = (ݔ)݂| − ݔ for all ,|(ݔ)݃ ∈  ,ܧ
(the max and min exists by the Hein’s theorem 10.3). 
Definition 15.4. The part ࣛ is said to be: 
    ݅) A ॶ-subalgebra, if for ݂, ݃ ∈ ࣛ, ݂ + ݃ ∈ ࣛ, the product ݂݃ ∈ ࣛ and for ߣ ∈ ॶ, 
݂ߣ ∈ ࣛ. 
    ݅݅) Separates points if, for all ݔ, ݕ ∈ ݔ with ܧ ≠ ݂ there is ݕ ∈ ࣛ such that ݂(ݔ) ≠  .(ݕ)݂
    ݅݅݅) A lattice, if for ݂, ݃ ∈ ࣛ we have ݂ ∨ ݃, ݂ ∧ ݃ ∈ ࣛ, where 
(݂ ∨ (ݔ)(݃ = ,(ݔ)൫݂ݔܽ݉ ݂) ൯ and(ݔ)݃ ∧ (ݔ)(݃ = ݉݅݊൫݂(ݔ), ݔ ൯, for all(ݔ)݃ ∈   .ܧ
When, the elements of the subalgebra ࣛ are the complex valued functions, the conjugate ݂ of 
݂ ∈ ࣛ, is defined by, for all ݔ ∈ (ݔ)݂ ,ܧ =  and ,(ݔ)݂
݂ is said to be selfadjoint if, for all ࣛ (ݒ݅     ∈ ࣛ, ݂ ∈ ࣛ. 
Example 15.3. The space of real coefficients polynomials ࣪[ܧ], where ܧ = [ܽ, ܾ] ⊂ ℝ, is a 
subalgebra and separates points. It is clear that ࣪[ܧ] is a subalgebra, and for all ݏ, ݐ ∈ [ܽ, ܾ], 
ݏ ≠ ܲ the polynomial ,ݐ ∈ (ݔ)ܲ defined by ,[ܧ]࣪ = ݔ for all ݔ ∈ (ݐ)ܲ satisfies ,ܧ ≠  .(ݏ)ܲ
Lemma 15.1. If, the part ࣛ is a separated lattice ℝ-subalgebra, which containing all constant 
functions. Then  
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     ܽ) ݈ܿ(ࣛ) is a ℝ-subalgebra. 
     b) If ݂ ∈ ݈ܿ(ࣛ), then |݂| ∈ ݈ܿ(ࣛ). 
     ܿ) ݈ܿ(ࣛ) is a lattice. 
     ݀) ݈ܿ(ࣛ) separates points strongly i.e. if ݔ଴, ଴ݕ ∈ ଴ݔ ,ܧ ≠ ,ߙ ଴ andݕ ߚ ∈ ℝ, there exists 
݂ ∈ ݈ܿ(ࣛ) such that ݂(ݔ଴) = (଴ݕ)݂ and ߙ  =  .ߚ
Proof. ܽ) If ݂, ݃ ∈ ࣛ and ߣ ∈ ℝ, there are sequences { ௡݂}, {݃௡} in ࣛ, such that ௡݂

௨.௖
ሱሮ ݂ and 

݃௡
௨.௖
ሱሮ ݃, then ߣ ௡݂ + ݃௡

௨.௖
ሱሮ g, ௡݂݃௡+݂ߣ

௨.௖
ሱሮ ݂݃. Since, the sequences {ߣ ௡݂ + ݃௡} and { ௡݂݃௡} are 

containing in ࣛ, then ݂ߣ+g, ݂݃ ∈ ݈ܿ(ࣛ). It is clear, that all constant functions are in ݈ܿ(ࣛ), 
hence ݈ܿ(ࣛ) is a subalgebra. b) Setting for no zero f ∈ ݈ܿ(ࣛ), ܽ = sup௫∈ா|݂|(ݔ), then 
0 < |݂| ≤ ܽ. We want to prove, the uniform convergence towards |f| of the following 
sequence: 

൝
଴݂ = 0,                                                                   

௡݂ = ௡݂ିଵ +
1

2ܽ
(݂ଶ − ௡݂ିଵ

ଶ ), for all n ∈ ℕ∗.
� 

It is obvious that, { ௡݂} ⊂ cl(ࣛ), 0 ≤ ௡݂ ≤ |f| and ௡݂ ≤ ௡݂ାଵ, for all ݊ ∈ ℕ. Also, ௡݂ାଵ ≤ |f|, 
for all ݊ ∈ ℕ, in fact, ௡݂ାଵ − |f|=( ௡݂ − |f|)+ ଵ

ଶ௔
(݂ଶ − ௡݂

ଶ) = ଵ
ଶ௔

[−2ܽ(|f| − ௡݂) +
f−݂݊f+݂݊=12ܽf−݂݊f+݂݊−2ܽ, because f−݂݊≥0 and f+݂݊−2ܽ≤2f−ܽ<0, therefore 

௡݂ାଵ ≤ |f|, for all ݊ ∈ ℕ. Furthermore, for all ݔ ∈ } the real sequence ,ܧ ௡݂(ݔ)} is increasing 
and bounded above by |݂(ݔ)| = } then ,(ݔ)|݂| ௡݂(ݔ)} converges simply towards a function 
g: ݔ ∈ ܧ ⟼ (ݔ)݃ ∈ ℝା. By the definition of the sequence { ௡݂}, we have 0 = |f|ଶ − ݃ଶ =
(|f| − ݃)(|f| + ݃), because |f| + ݃ > 0, then |f| − ݃ = 0 hence |f| = ݃. All the condition of 
the corollary 15.3. (Diniᇱs theorem) are satisfied, hence ௡݂

௨.௖
ሱሮ |f| ∈ ݈ܿ(ࣛ). ܿ) Just notice 

that: ݉݅݊(݂, ݃) = |௙ା௚|ି|௙ି௚|
ଶ

 and ݉ܽݔ(݂, ݃) = |௙ା௚|ା|௙ି௚|
ଶ

. ݀) If ݔ଴, ଴ݕ ∈ ଴ݔ ,ܧ ≠  ଴ there isݕ

ℎ ∈ ࣛ such that ℎ(ݔ଴) ≠ ℎ(ݕ଴). It is obvious that, the function ݂ = ߙ  + ఉିఈ
௛(௬బ)ି௛(௫బ)

൫ℎ −
ℎ0ݔ∈ࣛ⊂݈ܿࣛ and satisfies ݂ߙ =0ݔ and ݂ߚ=0ݕ. 
Remark 15.4.  
     ܽ) In the unital ॶ-subalgebra i.e. 1 ∈ ࣛ, all constant functions are elements of ࣛ. 
     ܾ) The lemma 15.1, ݀) is true is ℂ-subalgebra with the supplementary condition ࣛ is 
fanishes at no point. Indeed, there exist ݃, ℎ, ݇ ∈ ࣛ such that ݃(ݔ଴) ≠ (଴ݔ)ℎ ,(଴ݕ)݃ ≠ 0 and 
(଴ݕ)݇ ≠ 0. It is obvious that, the function ݂ = ߙ  ൫௚ି௚(௬బ)൯௛

൫௚(௫బ)ି௚(௬బ)൯௛(௫బ)
+ ߚ ൫௚ି௚(௫బ)൯௞

൫௚(௬బ)ି௚(௫బ)൯௞(௬బ)
∈

ࣛ ⊂ ݈ܿ(ࣛ) and satisfies ݂(ݔ଴) = (଴ݕ)݂ and ߙ  =  .ߚ
Theorem 15.5 (ℝ-Stone-weierstrass theorem). If ࣛ is a separates points ℝ-subalgebra, which 
containing all constant elements. Then ݈ܿ(ࣛ) = ,ܧ)ࣝ  ℝ). 
Proof. Let ݏ, ݐ ∈ ݏ be with ܧ ≠ ݂ by the lemma 15.2 ݀), for all ,ݐ ∈ ,ܧ)ࣝ ℝ) there exists 
ℎ௦,௧ ∈ ݈ܿ(ࣛ) such that ℎ௦,௧(ݏ) = (ݐ)and ℎ௦,௧ (ݏ)݂ = (ݐ)݂ < (ݐ)݂ + ߝ for all ,ߝ > 0. As ℎ௦,௧ 
and ݂ are continuous, then ൫ℎ௦,௧ − ݂൯ିଵ(]−∞, (]ߝ = ൛ݑ ∈ ,ܧ ℎ௦,௧(ݑ) < (ݑ)݂ + ൟߝ = ܱ௧ is an 
open in ܧ. Because the collection {ܱ௧ , ݐ ∈  it exists a ,ܧ is an open cover of the compact {ܧ
finite points {ݐଵ, … , ܧ such that ܧ ௡} inݐ =∪ଵஸ௜ஸ௡ ܱ௧೔. So for all ݔ ∈ ݅ there is ܧ ∈ {1, … , ݊} 
such that ݔ ∈ ܱ௧೔ , thus ℎ௦,௧೔

(ݔ) < (ݔ)݂ + The function ݃௦ .ߝ = minଵஸ௜ஸ௡ ℎ௦,௧೔, which by the 
lemma 15.2, ܿ) is an element of ݈ܿ(ࣛ) satisfies ݃௦(ݏ) = (ݔ)௦݃ ,(ݏ)݂ < (ݔ)݂ +  for all ,ߝ
ݔ ∈ By the continuity of ݃௦ and ݂, (݃௦ .ܧ − ݂)ିଵ(]−ߝ, +∞[) = ݒ} ∈ ,ܧ (ݒ)݂ − ߝ < ݃௦(ݒ)} =

௦ܷ is an open in ܧ and the collection { ௦ܷ , s ∈  It exists a .ܧ is an open cover of the compact {ܧ
finite points {ݏଵ, … , ܧ such that ܧ ௠} inݏ =∪ଵஸ௝ஸ௠ ௦ܷೕ. Thus, for all ݔ ∈ ݆ there is ܧ ∈
{1, … , ݉} such that ݔ ∈ ௦ܷೕ and ݂(ݔ) − ߝ < ݃௦ೕ

 By the lemma 15.2 ܿ), the function .(ݔ)
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݃ = maxଵஸ௜ஸ௠ ݃௦ೕ is an element of ݈ܿ(ࣛ) and satisfies ݂(ݔ) − ߝ  < (ݔ)݃ < (ݔ)݂ +  for all ,ߝ
ݔ ∈ ݂ Therefore, for all .ܧ ∈ ,ܧ)ࣝ ℝ) there is ݃ ∈ ݈ܿ(ࣛ), such that ݀ஶ(݂, ݃) <  for all ߝ
ߝ > 0. It follows that, when ߝ ⟶ 0, ݂ = ݃ ∈ ݈ܿ(ࣛ), hence ݈ܿ(ࣛ) = ,ܧ)ࣝ ℝ). 
Example 15.4. The set ࣛ of the functions defined from ℝ into ℝ by ݂(ݔ) = ∑ ܿ௞݁௞௫௡

ଵ  where 
ܿ௜ , … , ܿ௡ ∈ ℝ, is everywhere dense in ࣝ([ܽ, ܾ], ℝ). Clearly, if λ ∈ ℝ, λ݂ + ݃ ∈  ࣛ and 
݂݃ ∈  ࣛ by the identity ݁௦ା௧=݁௦݁௧ , for ݏ, ݐ ∈ ℝ. As the function ݁௧ is one to one and strictly 
positive then, ࣛ separates points. By Stone-Weierstrass theorem ݈ܿ(ࣛ) = ࣝ([ܽ, ܾ], ℝ). 
Let ܧ be a compact of ℝ୬ and ࣪[ܧ] the unital ℝ-subalgebra, of all polynomials from ܧ into 
ℝ, in the coordinate ݔଵ, … ,  .௡. As a direct consequence of the theorem 15.5, we haveݔ
Corollary 15.6. ݈ܿ(࣪[ܧ]) = ,ܧ)ࣝ ℝ). 
The Weierstrass approximation theorem, is obtained from the corollary 15.6 by taking ݊ = 1. 
So, 
Corollary 15.7 (ℝ-Weierstrass theorem). ݈ܿ൫࣪ൣ[ܽ, ܾ]൧൯=ࣝ([ܽ, ܾ], ℝ). 
     Let us give some simple versions of Weierstrass approximation theorem. 
Corollary 15.8. The metric space (ࣝ([ܽ, ܾ], ℝ), ݀ஶ) is separable. 
Proof. It remains, to use corollary 15.7 and ݈ܿ(ℚ) = ℝ. 
Corollary 15.9. For every ݔ ∈ [−ܽ, ܽ] =  uniformly ,[ܧ]࣪ there is a real sequence {ܳ௡} in ,ܧ
converging towards |ݔ| and ܳ௡(0) = 0. 
Proof. As the function ݂(ݔ) = ,ܽ−])ࣝ) is an element of |ݔ| ܽ], ℝ), ݀ஶ), by the corollary 15.8 
there is a real sequence { ௡ܲ} in ࣪[ܧ] which satisfies, for any ߝ > 0 there is ݊଴ ∈ ℕ∗ such that, 
for ݊ > ݊଴, ห ௡ܲ(ݔ) − ห|ݔ| < ఌ

ଶ
 for all ݔ ∈ [−ܽ, ܽ]. Let ܳ௡(ݔ) = ௡ܲ(ݔ) − ௡ܲ(0), obviously 

ܳ௡(0) = 0  and for all ݔ ∈ [−ܽ, ܽ], หܳ௡(ݔ) − ห|ݔ| = ห ௡ܲ(ݔ) − ௡ܲ(0) − ห|ݔ| ≤ ห ௡ܲ(ݔ) − ห|ݔ| +
| ௡ܲ(0)| < ఌ

ଶ
+ ఌ

ଶ
= ݊ as soon as ,ߝ  > ݊଴. Thus {ܳ௡} is the desired sequence. 

     Denote by ࣛℂ the complex subalgebra i.e. ࣛℂ ⊂ ,ܧ)ࣝ ℂ). 
Theorem 15.6 (ℂ-Stone-weierstrass theorem). If ࣛℂ is a selfadjoint separates points ℂ-
subalgebra of ࣝ(ܧ, ℂ), which containing all constant elements. Then, ݈ܿ(ࣛℂ) = ,ܧ)ࣝ  ℂ). 
Proof. Let ࣛ be the unital subalgebra of ࣛℂ, containing all real valued functions. If ݂ ∈ ࣛℂ, 
then ܴ݁(݂) = ଵ

ଶ
൫݂ + ݂൯, (݂)݉ܫ = ଵ

ଶ௜
൫݂ − ݂൯ ∈ ࣛ. As, for ݔ, ݕ ∈ ݔ such that ܧ ≠  there is ,ݕ

݂ ∈ ࣛℂ such that ݂(ݔ)  ≠ (ݔ)(݂)ܴ݁ or (ݕ)݂ + (ݔ)(݂)݉ܫ݅ ≠ (ݕ)(݂)ܴ݁ +  then ,(ݕ)(݂)݉ܫ݅
either ܴ݁(݂)(ݔ) ≠ (ݔ)(݂)݉ܫ or (ݕ)(݂)ܴ݁  ≠ -so ࣛ is separates points. By the ℝ ,(ݕ)(݂)݉ܫ
Stone-Weierstrass theorem, ݈ܿ(ࣛ)= ࣝ(ܧ, ℝ). As ࣝ(ܧ, ℂ) = ,ܧ)ࣝ ℝ)+i ࣝ(ܧ, ℝ) and as 
݈ܿ(ࣛℂ) = ݈ܿ(ࣛ) + ,ܧ)ࣝ =(ࣛ)݈ܿ݅ ℂ). 
     Another version of Weierstrass theorem, regarding the approximation of the periodic 
continuous function, by the trigonometric polynomials is still established. Recall that for any 
݊ ∈ ℕ, the complex trigonometric polynomial of the order ≤ ݊ is a continuous function ݂ 
from ℝ into ℂ defined by: for all ݔ ∈ ℝ, ݂(ݔ) = ∑ ܽ௞݁௜௞௫௡

ି௡  where ݅ଶ = −1, ܽ௞ ∈  ℂ and 
݁௜௞௫ = (ݔ݇)ݏ݋ܿ +  Denote ܶ࣪[ℝ] the set of all trigonometric polynomial and .(ݔ݇)݊݅ݏ݅
ࣝଶగ௣௘௥(ℝ, ℂ), the unital ℂ-subalgebra of 2ߨ-periodic continuous functions from ℝ to ℂ, i. e.  
݂ ∈ ࣝଶగ௣௘௥(ℝ, ℂ) iff ݂ ∈ ࣝ(ℝ, ℂ) and ݂(ݔ + ݔ f(x), for all=(ߨ2݇ ∈ ℝ and ݇ ∈ ℤ.  
Corollary 15.10. ݈ܿ(ܶ࣪[ℝ])=ࣝଶగ௣௘௥(ℝ, ℂ). 
Proof. ܶ࣪[ℝ] is a unit subalgebra. Indeed, if ݂, ݃ ∈ ܶ࣪[ℝ] and ߣ ∈ ℂ then ݂ߣ + ݃ ∈
ܶ࣪[ℝ], and for ܽ଴ = 1, ܽ௞ = ܾ௞ = 0, for every ݇ ∈ {1, … , ݊} the unit polynomial 1 ∈ ܶ࣪[ℝ], 
݂݃ ∈ ܶ࣪[ℝ]. by trigonometric identity ݁௜(௞ା௟)௫ = ݁௜௞௫݁௜௟௫, separates points because the 
function ݐ ∈ ℝ ⟼ e୧୲ ∈ ℂ satisfies e୧୲ ≠ e୧୩ for all ݐ ≠ ݇. Let  ܵଵ(0,1) = ܵ = ,ଵݔ)} (ଶݔ ∈ ℝଶ,
ଵݔ

ଶ + ଶݔ
ଶ = 1} the unit compact sphere in ℝଶ; define the surjection map ݌ from ℝ into ܵ by, 

(ݔ)݌ = ,ݔ݊݅ݏ) ݔ for every (ݔݏ݋ܿ ∈ ℝ. As the map Φ: ݂ ∈  ࣝ(ܵ, ℝ) ↦ Φ(݂) = ݂ ∘ ݌ ∈
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ࣝଶగ௣௘௥(ℝ, ℝ), satisfies for all ݂, ݃ ∈  ࣝ(ܵ, ℝ) ݀ஶ൫Φ(݂), Φ(݃)൯ = ݂)|௫∈ℝ݌ݑݏ ∘ (ݔ)(݌ −
(݃ ∘ |(ݔ)(݌ = ൯(ݔ)݌௫∈ℝห݂൫݌ݑݏ − ݃൫(ݔ)݌൯ห=݌ݑݏ௧∈ୗ|݂(ݐ) − ,ஶ(f݀=|(ݐ)݃ g), then Φ is an 
isometric. As, for any ℎ ∈ ࣝଶగ௣௘௥(ℝ, ℝ), there is ݂: S ⟶ ℝ such that ℎ = ݂ ∘ ݌ = Φ(݂), then 
Φ is onto. Therefore ࣝ(ܵ, ℝ) and ࣝଶగ௣௘௥(ℝ, ℝ) are homeomorphic then ࣝ(ܵ, ℂ) =
ࣝ(ܵ, ℝ)+i ࣝ(ܵ, ℝ) and ࣝଶగ௣௘௥(ℝ, ℂ) = ࣝଶగ௣௘௥(ℝ, ℝ) + ݅ࣝଶగ௣௘௥(ℝ, ℝ) are homeomorphic. As 
by ℂ-stone-Weierstrass theorem ࣝ(ܵ, ℂ) = ݈ܿ(ܶ࣪[ℝ]) then ݈ܿ(ܶ࣪[ℝ]) = ࣝଶగ௣௘௥(ℝ, ℂ). 
Example 15 5. By, the previous trigonometric identity. The set of real trigonometric 
polynomials ݂, defined by: ݂(ݔ) = ܽ଴+∑ ܽ௞ cos(݇ݔ)௡

௞ୀଵ , for all ݔ ∈  ,is an subalgebra ,ܧ
which does not separates point in ൣ– ܽ, ܽ൧, because for all ݔ ∈ (ݔ)݂ ,ܧ =  ,for all ݂. But ,(ݔ−)݂
it separates point in [0,  .is one to one in this interval (ݐ)as cos ,[ߨ
Corollary 15.11. Let ܧ and ܨ two compact Hausdorff spaces, and let ࣛ be the collection of 
all continuous functions Φ: ܧ × ܨ ⟶ ॶ , defined by for any (x, y) ∈ ܧ × ,Φ(x ,ܨ y) =
∑ ௜݂

௡
ଵ ݊ where (ݕ)௜݃(ݔ) ∈ ℕ∗, ௜݂ ∈ ,ܧ)ࣝ ॶ) and ݃௜ ∈ ,ܨ)ࣝ ॶ) are continuous. Then 

ܧ)ࣝ =(ࣛ)݈ܿ × ,ܨ ॶ). 
Proof. It is clear that ࣛ is a unital selfadjoint ॶ-subalgebra of ࣝ(ܧ × ,ܨ ॶ). Let (x, y), (xᇱ, yᇱ) 
are two elements of ܧ × ,such that (x ܨ y) ≠ (xᇱ, yᇱ) suppose that x ≠ xᇱ by the lemma 10.4 E 
is normal, as the singletons {ݔ} and {xᇱ} are disjoint closed sets in the normal space, by the 
theorem 8.1 (Urysohn Lemma) there is a continuous function ݂ defined from ܧ into [0,1] 
such that ݂(ݔ) = 0 and ݂(xᇱ) = 1. For any (s, t) ∈ ,the continuous function ߰(s ,ܧ t) =  (ݏ)݂
is such that 0 = ߰(x, y) ≠ ߰(xᇱ, yᇱ)=1, then ࣛ separates points, all the requirements of the 
Stone-Weierstrass theorem are satisfied then ݈ܿ(ࣛ)= ࣝ(ܧ × ,ܨ ॶ). 

 
16-Normed Vector Spaces 

 
16.1-Definitions and properties 
     Normed vector spaces are a very important class of metric spaces. They are introduced 
after Hilbert spaces and much studied by Banach. They constitute a powerful tool in 
mathematical analysis whose study is relatively simple. In the sequel ܧ is a ॶ-vector space. 
Definition 16.1. The function ‖ ‖: ܧ ⟶ ℝା is said to be a norm on ܧ. If, for all ݔ, ݕ ∈  ܧ
and all ߣ ∈ ॶ 
     ݊ଵ-‖ݔ‖ = 0 ⟺ ݔ = 0 (separation property). 
     ݊ଶ-‖ݔߣ‖ =  .(homogeneity property) ‖ݔ‖|ߣ|
     ݊ଷ-‖ݔ + ‖ݕ ≤ ‖ݔ‖ +  .(triangle inequality) ‖ݕ‖
The couple (ܧ, ‖ ‖) is called the ॶ-normed vector space, we write ॶ-nvs ܧ for a such space. 
Example 16.1. 
     ܽ) The function | |: ݖ ∈ ℂ ⟼ |z| ∈ ℝା is a norm on ℝ-vs ℂ. 
     ܾ).In the Euclidian space ℝ௡, for every ݔ = ,ଵݔ) … , ௜ݔ , … , (௡ݔ ∈ ℝ௡ the functions ‖ݔ‖ଵ =
∑ ௜|௡ݔ|

ଵ ଶ‖ݔ‖ , = (∑ ௜|ଶ௡ݔ|
ଵ )

భ
మ (Euclidean norm) and ‖ݔ‖ஶ = maxଵஸ௜ஸ௡|ݔ௜| (infinite norm) 

define a norms on ℝ௡. 
     ܿ) In the space ℝ୬[x] of the polynomials of degree ݊ ∈ ℕ, (ݔ)݌ = ∑ ܽ௜ݔ௜௡

ଵ , for every 
݌ ∈ ℝ୬[x], the functions ‖݌‖ଵ = ∑ |ܽ௜|௡

ଵ ଶ‖݌‖ , = (∑ |ܽ௜|ଶ௡
ଵ )

భ
మ and ‖݌‖ஶ = maxଵஸ௜ஸ௡|݌௜| 

define a norms on ℝ-vs ℝ୬[x]. 
     ݀) In the space ℳ୬(ℝ) of the square matrices ܣ = ൫ܽ௜௝൯

ଵஸ௜,௝ஸ௡
 with coefficients in ℝ. For 

every ܣ ∈ ℳ୬(ℝ), the functions ‖ܣ‖ଵ = ∑ ∑ หܽ௜௝ห௡
ଵ

௡
ଵ ଶ‖ܣ‖ , = ቀ∑ ∑ หܽ௜௝หଶ௡

ଵ
௡
ଵ ቁ

భ
మ and ‖ܣ‖ஶ =

maxଵஸ௜,௝ஸ௡หܽ௜௝ห define a norms on ℝ-vs ℳ୬(ℝ). 
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     ݁) In the space ݈ଵ(ℕ, ℝ) = ݔ} = ,{௡ݔ} ∑ |௡ݔ| < ∞௡ஹ଴ }.  For every ݔ ∈ ݈ଵ(ℕ, ℝ), the 
function ‖ݔ‖ = ∑ ௡|௡ஹ଴ݔ|  define a norm on ℝ-vs ݈ଵ(ℕ, ℝ). 
     ݂) In the space ࣝ([ܽ, ܾ], ℝ), for all ݂ ∈ ࣝ([ܽ, ܾ], ℝ) the functions ‖݂‖ଵ = ∫ ௕|(ݔ)݂|

௔  ,ݔ݀

‖݂‖ଶ = ቀ∫ ଶ௕|(ݔ)݂|
௔ ቁݔ݀

భ
మ (quadratic norm) and ‖݂‖ஶ=max௫∈[௔,௕]|݂(ݔ)| (infinite norm), 

define the norms on ℝ-vs ࣝ([ܽ, ܾ], ℝ). 
Proposition 16.1. The ॶ-nvs (ܧ, ‖ ‖) is a metrizable space, where the metric ݀ associated 
to the norm ‖ ‖ is defined by: ݀(ݔ, (ݕ = ݔ‖ − ,ݔfor all ‖ݕ ݕ ∈  .ܧ
Proof. It is clear that for all ݔ, ,ݕ ݖ ∈ ,ݔ)݀ ,ܧ (ݕ ∈ ℝା; ݀(ݔ, (ݕ = 0 ⟺ ݔ = ,ݔ)݀ and ݕ (ݕ =
,ݕ)݀ ,ݔ)݀ while ,(ݔ (ݕ = ݔ)‖ − (ݖ + ݖ) − ‖(ݕ ≤ ݔ‖ − ‖ݖ + ݖ‖ − ,ݔ)݀ =‖ݕ (ݖ + ,ݖ)݀  .(ݕ
Then ݀ is a metric on ܧ. 
Remark 16.1. 
     ܽ). From the proposition 16.1, it follows that a ॶ-nvs (ܧ, ‖ ‖) is a topological space 
where the topology is induced by the metric ݀ associated to the norm ‖ ‖. 
     ܾ) All the properties obtained in the metric space remain true in the ॶ-nvs ܧ whith 
modification in the form. For example: ܤ(ܽ, (ݎ = ݔ} ∈ ,ܧ ‖ܽ − ‖ݔ < ,ܽ)෨ܤ ;{ݎ (ݎ =
ݔ} ∈ ,ܧ ‖ܽ − ‖ݔ ≤ ,ܽ)ܵ and {ݎ (ݎ = ݔ} ∈ ,ܧ ‖ܽ − ‖ݔ =  .{ݎ
     ܿ) As |݀(ݔ, 0) − ,ݕ)݀ 0)| ≤d(x,y) for all ݔ, ݕ ∈ ‖ݔ‖| then ,ܧ − |‖ݕ‖ ≤ ݔ‖ −  for all ‖ݕ
,ݔ ݕ ∈  it follows that the norm is 1-Lipschitz, therefore it is uniformly continuous and ,ܧ
hence it is continuous on ܧ. 
     ݀) The metric enjoyed by the norm satisfies: d(ߣx, ߣy)= |ߣ|d(x,y) and d(x+z,y+z)= d(x,y) 
for all ݔ, ,ݕ ݖ ∈ ߣ and all ܧ ∈ ॶ. 
Proposition 16.2. In the ॶ-nvs (ܧ, ‖ ‖) we have. 
     ܽ). ݈ܿ൫ܤ(ܽ, ൯(ݎ = ,ܽ)෨ܤ  .(ݎ
     ܾ).int(ܤ෨(ܽ, ((ݎ = ,ܽ)ܤ  .(ݎ
     ܿ) ܵ(ܽ, (ݎ = ܾ݀൫ܤ(ܽ, ൯(ݎ = ܾ݀ ቀܤ෨(ܽ,  .ቁ(ݎ
Proof. ܽ). As ܤ(ܽ, (ݎ ⊂ ,ܽ)෨ܤ ,ܽ)෨ܤ and (ݎ ,ܽ)ܤis closed, then ݈ܿ൫ (ݎ ൯(ݎ ⊂ ,ܽ)෨ܤ  To .(ݎ
demonstrate the reverse inclusion, let ݔ ∈ ,ܽ)෨ܤ ߝ and let (ݎ > 0 be, show that ݔ)ܤ, (ߝ ∩
,ܽ)ܤ  (ݎ ≠ ∅. If, ݎ < ܽ‖ then ߝ  − ‖ݔ ≤ ݎ  < ܽ so ߝ  ∈ ,ݔ)ܤ ,ݔ)ܤ and (ߝ (ߝ ∩ ,ܽ)ܤ  (ݎ ≠ ∅. If 
0 < ߝ ≤ ݕ the element ݎ  = ݔ − ఌ

ଶ௥
ݔ) − ܽ) is such that ܽ − ݕ = ܽ − ݔ + ఌ

ଶ௥
ݔ) − ܽ) then 

‖ܽ − ቚ1=‖ݕ − ఌ
ଶ௥

ቚ ‖ܽ − ‖ݔ ≤ ቀ1 − ఌ
ଶ௥

ቁ ݎ = ݎ − ఌ
ଶ

< ݕ so ݎ ∈ ,ܽ)ܤ  ݕ and (ݎ − − =ݔ ఌ
ଶ௥

ݔ) −
ܽ then ߝ > 2ߝ≥ݔ−ܽݎ2ߝ=ݔ−ݕ, so ߝ,ݔܤ∋ݕ, hence ݎ,ܽܤ ∩ߝ,ݔܤ≠∅. ܾ) As ݎ,ܽܤ⊃ݎ,ܽܤ and 
,ܽ)ܤ (ݎ = ݅݊൫ܤ(ܽ, ,ܽ)ܤ ൯ then(ݎ (ݎ ⊂ ݅݊ ቀܤ෨(ܽ, ݔ ቁ. If now(ݎ ∈ ݅݊ ቀܤ෨(ܽ,  ቁ which is an open(ݎ

neighborhood of ݔ, it exists ߩ > 0 such that ݔ)ܤ, (ߩ ⊂ ݅݊ ቀܤ෨(ܽ, ቁ(ݎ ⊂ ,ܽ)෨ܤ ݔ if ,(ݎ = ܽ then 
‖ܽ − ‖ݔ = 0 < ݔ so ݎ ∈ ,ܽ)ܤ ݔ If .(ݎ ≠ ܽ, the element ݕ = ݔ + ఘ

‖௔ି௫‖
ݔ) − ܽ) is such that 

ݕ‖ − ‖ݔ = ݕ then ,ߩ ∈ ,ݔ)෨ܤ (ߩ ⊂ ,ܽ)෨ܤ ݔ As .(ݎ − ܽ = ଵ
ଵା ഐ

‖ೌషೣ‖
ݕ) − ܽ) then ‖ܽ − ‖ݔ <

‖ܽ − ‖ݕ ≤r hence ݔ ∈ ,ܽ)ܤ  .(ݎ

ܿ) ܾ݀൫ܤ(ܽ, ,ܽ)ܤ൯= ݈ܿ൫(ݎ ൯(ݎ ∩ ,ܽ)ܤ)݈ܿ ,ܽ)෨ܤ=(௖(ݎ (ݎ ∩ ቀ݅݊ݐ൫ܤ(ܽ, ൯ቁ(ݎ
஼
,ܽ)෨ܤ= (ݎ ∩

,ܽ)ܤ ௖(ݎ = ܵ(ܽ,  and (ݎ

ܾ݀ ቀܤ෨(ܽ, ݈ܿ =ቁ(ݎ ቀܤ෨(ܽ, ቁ(ݎ ∩ ݈ܿ൫ܤ෨(ܽ, ,ܽ)෨ܤ=௖൯(ݎ (ݎ ∩ ൬݅݊ݐ ቀܤ෨(ܽ, ቁ൰(ݎ
஼
,ܽ)෨ܤ= (ݎ ∩

,ܽ)ܤ ,ܽ)ܵ =஼(ݎ  .(ݎ
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Remark 16.2. The proposition 16.2 is not valid in any metric space. For example in the 
discrete metric space ܤ :ܧ෨(ܽ, 1) = ,ܽ)ܤand ݈ܿ൫ ܧ 1)൯ = ,ܽ)ܤ (ݎ = {ܽ}. 
Proposition 16.3. In the ॶ-nvs ܧ, two norms ‖ ‖ଵ and ‖ ‖ଶ are said to be equivalent and 
we write ‖ ‖ଵ~‖ ‖ଶ, if there are ߙ, ߚ ∈ ℝା

∗  such that ݔ‖ߙ‖ଵ ≤ ଶ‖ݔ‖ ≤  ଵ, for all‖ݔ‖ߚ
ݔ ∈  .ܧ
Example 16.2. The norms in the example 16.1 ܾ) are equivalent. For example, we have 
ஶ‖ݔ‖ ≤ ଶ‖ݔ‖ ≤ ஶ; ଵ‖ݔ‖݊

√௡
ଶ‖ݔ‖ ≤ ଵ‖ݔ‖ ≤ ଶ and ଵ‖ݔ‖݊

√௡
ଶ‖ݔ‖ ≤ ஶ‖ݔ‖ ≤  ଶ for every‖ݔ‖

ݔ ∈  .ܧ
     We have seen in the corollary 13.3 that, the equivalent distances are t-equivalent. But the 
converse is not true by the example 13.2. We will check that in a ॶ-nvs ܧ the t-equivalent 
property implies the equivalent norms. 
Proposition 16.4. Let ߬ଵ and ߬ଶ are tow topologies, enjoyed by tow norms ‖ ‖ଵ and ‖ ‖ଶ 
on ॶ-nvs ܧ. If ߬ଵ=߬ଶ then ‖ ‖ଵ~‖ ‖ଶ. 
Proof. As ߬ଵ=߬ଶ, then the identity map ݅: ,ܧ) ߬ଵ) ⟶ ,ܧ) ߬ଶ) is a homeomorphism, the 
continuity of ݅ and ݅ିଵ in 0 leads to the result. Indeed, for ߝ = 1, it exists ߙ > 0 such for 
0 < ଵ‖ݔ‖ ≤ ଶ‖ݔ‖ we have ߙ ≤ 1, as ቛ ௫

‖௫‖భ
ቛߙ

ଵ
then ቛ ߙ = ௫

‖௫‖భ
ቛߙ

ଶ
≤ 1 equivalently 

ଶ‖ݔ‖ߙ ≤ ߜ ଵ. In the other hand it exists‖ݔ‖ > 0, such that 0 < ଶ‖ݔ‖ ≤ ଵ‖ݔ‖ implies ߜ ≤ 1, 
as ቛ ௫

‖௫‖మ
ቛߜ

ଶ
then ቛ ௫ ߜ =

‖௫‖మ
ቛߜ

ଵ
≤ 1 equivalently ‖ݔ‖ଵ ≤ ଵ

ఋ
 ଶ. Therefore‖ݔ‖ߚ=ଶ‖ݔ‖

‖ ‖ଵ~‖ ‖ଶ. 
Proposition 16.5. Let {ݔ௡} and {ݕ௡}  are two sequences in the ॶ-nvs ܧ and let {ߣ௡} be a 
sequence in ॶ. If 
௡ݔ (ܽ      ⟶ ௡ݕ and ݔ ⟶ ‖௡ݔ‖ then ,ݕ ⟶ ௡ݔ and ‖ݔ‖ + ௡ݕ ⟶ ݔ +  .ݕ
     ܾ). ௡ݔ ⟶ ௡ߣ and ݔ ⟶ ௡ݔ௡ߣ then ,ߣ ⟶  .ݔߣ
Proof. ܽ). From, 0 ≤ ‖௡ݔ‖| − |‖ݔ‖ ≤ ௡ݔ‖ − ௡ݔ)‖ and ‖ݔ − (ݔ + ௡ݕ) − ‖(ݕ ≤ ௡ݔ‖ − ‖ݔ +
௡ݕ‖ − we have the results. ܾ). From 0 ,‖ݕ ≤ ௡ݔ௡ߣ‖ − ‖ݔߣ ≤ ௡ݔ‖|௡ߣ| − ‖ݔ + ௡ߣ‖‖ݔ‖ ⟶  ‖ߣ
we have the result. 
Corollary 16.1. If, ܪ is a ॶ-subvector space of ॶ-nvs ܧ. The ݈ܿ(ܪ) is a ॶ-subvector space of 
 .ܧ
Proof. Let ݔ, ݕ ∈ ߣ and (ܪ)݈ܿ ∈ ॶ, there are sequences {ݔ௡} and {ݕ௡} in ܪ such that ݔ௡ ⟶  ݔ
and ݕ௡ ⟶ ௡ݔߣ} as the sequence ,ݕ + ௡ݔߣ and ܪ ௡} is containing inݕ + ௡ݕ ⟶  y thus+ݔߣ
∋y+ݔߣ  .(ܪ)݈ܿ
     Let {(ܧ௜ , ‖ ‖௜), 1 ≤ ݅ ≤ ݊} be a finite collection of ॶ-nvs ܧ௜ and ܧ = ∏ ௜ܧ

௡
ଵ  then for all 

ݔ = ,ଵݔ) … , ௜ݔ , … , (௡ݔ ∈ ଵ‖ݔ‖ the functions ,ܧ = ∑ ௜‖௜ݔ‖
௡
ଵ ଶ‖ݔ‖ , = ൫∑ ௜‖௜ݔ‖

ଶ௡
ଵ ൯

భ
మ and ‖ݔ‖ஶ =

maxଵஸ௜ஸ௡‖ݔ௜‖௜ define a norms on the ܧ and ܧ is called a finite product ॶ-nvs. 
Corollary 16.2. Let a ॶ-nvs ܧ. For every ݔ, ݕ ∈ ߣ and every ܧ ∈ ॶ, the map ݂: ܧ × ܧ ⟶  ܧ
defined by ݂(ݔ, (ݕ = ݔ + :݃ and the map ݕ ॶ × ܧ ⟶ ,ߣ)݃ defined by ܧ (ݔ =  are ݔߣ
continuous. 
Proof. Let {(ݔ௡, ܧ ௡)} be a sequence inݕ × ,ݔ) which converges to ܧ (ݕ ∈ ܧ ×  then ,ܧ
,௡ݔ)݂ (௡ݕ = ௡ݔ + ௡ݕ ⟶ ݔ + ݕ = ,ݔ)݂ ,ݔ) so ݂ is continuous in arbitrary (ݕ (ݕ ∈ ܧ ×  thus ,ܧ
it continuous on ∈ ܧ × ,௡ߣ) By the same, for .ܧ ,ߣ) ௡) converging toݔ in ॶ (ݔ ×  ,ܧ
,௡ߣ)݃ (௡ݔ = ௡ݔ௡ߣ ⟶ ݔߣ  = ,ߣ)݃ ,ߣ) so ݃ is continuous in arbitrary (ݔ (ݔ ∈ ॶ ×  thus it is ,ܧ
continuous on ॶ ×  .ܧ
Definition 16.2. The ॶ-nvs (ܧ, ‖ ‖) is said to be a Banach space, if it is complete for the 
metric associated to the norm ‖ ‖. 
Example 16.3. 
     ܽ) (ℝ, | |), (ℂ, | |) and (ℝ௡,  .ଵ) are Banach spaces‖ݔ‖
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     ܾ) The space (ࣝ([ܽ, ܾ], ℝ), ‖݂‖ஶ) is a Banach space. 
Remark 16.3. The continuity of the maps defined in the corollary 16.2.immediately gives: 
     ܽ) If ܱ is an open in the ॶ-nvs ܧ, then ∀ߣ ∈ ॶ∗, ܱߣ is an open in ܧ. 
     ܾ) If ܱ and ܷ are two open in the ॶ-nvs ܧ, then ܱ + ܷ is an open in ܧ. 
     ܿ) If K is the nonvoide compact in the ॶ-nvs ܧ, then ∀ߣ ∈ ॶ, ܭߣ is a compact in ܧ. 
     ݀) The sum of two compacts is a compact. 
     ݁) If ܨ is a closed in the ॶ-nvs ܧ, then ∀ߣ ∈ ॶ, ܨߣ is a closed in ܧ. 
     ݂) The sum of two closed in the ॶ-nvs ܧ is not always closed. Indeed, The sets ܨ =
,ݔ)} (ݕ ∈ ℝଶsuch that ݕݔ = 1} and ܩ = ,ݔ)} 0) such that ݔ ∈ ℝ} are two closed in ℝଶ. But 
ܨ + ܩ = ℝమܩ

஼  is an open in ℝଶ. 
Lemma 16.1. Let ܣ and ܤ are two subsets of ܧ. If, ܣ is closed and ܤ is compact then for all 
ߣ ∈ ℝ, ܣ +  .is closed ܤߣ
Proof. Let ݔ ∈ ܣ)݈ܿ + ܽ which converges to ܣ be, it exists a sequence {ܽ௡} in (ܤߣ ∈  by the ܣ
closure of ܣ, and it exists a sequence {ܾ௡} in ܤ, which converges to b∈  by the compactness ܤ
of ܤ. Hence then sequence {ܽ௡ + ܣ ௡} ofܾߣ + ܽ converges to ܤߣ + ܾߣ = ݔ ∈ ܣ +  so ,ܤߣ
ܣ +  .is closed ܤߣ
 
16.2-Finite dimensional normed vector space 
Proposition 16.6. Any norm ܰ on ॶ௡ is ݇-Lipschitz. 
Proof. As in the canonical basis (݁ଵ, … , ݁௜ , … , ݁௡) of ॶ௡ any x ∈ ॶ௡ has a components 
,ଵݔ) … , ௜ݔ , … , (௡ݔ ∈ ॶ௡ and x = ∑ ௜ݔ

୬
ଵ ݁௜ , then ܰ(ݔ) = ܰ(∑ ௜ݔ

୬
ଵ ݁௜) ≤ ∑ ୬(௜݁௜ݔ)ܰ

ଵ =
∑ ௜|ܰ(݁௜)୬ݔ|

ଵ . Let ݇ = maxଵஸ௜ஸ௡ ܰ(݁௜) then ܰ(ݔ) ≤ ݇ ∑ |௜ݔ| = ଵ‖ݔ‖݇
୬
ଵ . Hence for all x, y ∈

ॶ݊, ܰ1ݕ−ݔ݇≥ݕ−ݔ so ܰ is ݇-Lipschitz. 
Proposition 16.7. All the norms in ॶ௡ are equivalent. 
Proof. Let ܰ be any norm in ॶ௡. It suffices to proof that ܰ and ‖ ‖ଵ are equivalent. Because 
it exists ݇ > 0 such that ܰ(ݔ) ≤ ݔ ଵ for all‖ݔ‖݇ ∈ ॶ௡ by the proof of proposition 16.6 and 
ܵ(0,1) = ݔ} ∈ ॶ௡, ଵ‖ݔ‖ = 1} is bounded and closed in ॶ௡, then ܵ(0,1) is compact in ॶ௡. 
Because ܰ is continuous on ܵ(0,1) thus N is bounded on ܵ(0,1). Let ߙ = min௫∈ௌ(଴,ଵ)  (ݔ)ܰ
be, so ߙ ≤ ݔ for all (ݔ)ܰ ∈ ܵ(0,1), because ௫

‖௫‖భ
∈ ܵ(0,1) thus ߙ ≤ ܰ( ௫

‖௫‖భ
) for all ݔ ∈ ॶ௡ 

ݔ) ≠ 0) hence ݔ‖ߙ‖ଵ ≤ (ݔ)ܰ ≤ ݔ ଵ for all‖ݔ‖݇ ∈ ॶ௡. Therefore ܰ and ‖ ‖ଵ are 
equivalent. 
     Let us now give the fundamental result, which makes it possible to preserve the 
topological properties of ॶ௡ on any finite dimension ॶ-nvs, i.e. we will establish a (algebraic 
and topological) homeomorphism between ॶ௡ and a ݊-dimension ॶ-nvs (ܧ, ܰ), where ܰ is a 
norm on ܧ.  
Theorem 16.1. Any ݊-dimension ॶ-nvs (ܧ, ܰ) is uniformly homeomorphic to ॶ௡. 
Proof. Let {ߙଵ, … , ௜ߙ , … , ,ଵߣ) and let ܧ ௡} be a canonical basis ofߙ … , ௜ߣ , … , (௡ߣ ∈ ॶ௡ be the 
components of ݔ ∈ ݔ then ,ܧ = ∑ ௜ߣ

୬
ଵ :߰ ௜. We will demonstrate that the mapߙ ܧ ⟶ ॶ௡ 

defined  
by ߰(ݔ) = ,ଵߣ) … , ௜ߣ , … ,  :௡) is an uniform homeomorphism. By inductionߣ
Step 1. Suppose that ݀݅݉ ܧ = 1, then ߰: ܧ ⟶ ॶ, is such that for ݔ ∈ (ݔ)߰  ,ܧ = (ߙߣ)߰ =  ߣ
where {ߙ} is a basis of ܧ and ߣ ∈ ॶ the component of ݔ. It is clear that ߰ is linear, bijective 
and for all ݔ, ݕ ∈ ݔ)ܰ ,ܧ − (ݕ = ܰ൫(ߣ − ߣ|=൯ߙ(ᇱߣ − (ߙ)ܰ as (ߙ)ܰ|ᇱߣ ≠ 0, then |߰(ݔ) −
 The .ܧ so it is continuous on ,(ߙ)thus ߰ is ݇-Lipschitz with ݇=1ܰ ,ݕ−ݔܰ(ߙ)1ܰ=′ߣ−ߣ=ݕ߰
inverse ߰ିଵ: ॶ ⟶ E defined by ߰ିଵ(ߣ) = ݔ = ,ߣ satisfies for every ߙߣ ᇱߣ ∈ ॶ, ܰ൫߰ିଵ(ߣ) −
 .hence it is continuous ,(ߙ)ܰ=݇ then ߰−1 is ݇-Lipschitz with (ߙ)ܰ′ߣ−ߣ=ߙ′ߣ−ߣܰ=′ߣ1−߰
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Step 2. Suppose that ॶ௡ିଵ is homeomorphic to the ݊ − 1-dimension ॶ-nvs (ܧ, ܰ). We will 
proof that ॶ௡ is homeomorphic to the ݊-dimension ॶ-nvs (ܧ, ܰ). We need the following 
ܽ), ܾ), ܿ) assertions: 
     ܽ) For all 1 ≤ ݅ ≤ ௜=݃௜ܪ ,݊

ିଵ({0}) is a closed in ܧ, where ݃௜: ܧ ⟶ ॶ is defined by 
݃௜(∑ ௜ߣ

୬
ଵ ௜ܪ ௜. Asߣ=(௜ߙ = ݔ} = ∑ ௜ߣ

୬
ଵ ௜ߙ , ௜ߣ = 0}=൛ݕ ∈ ,ܧ ݕ = ∑ ௜ߣ

୬
ଵஸ୧ஷ୨ஸ୬  ௜ is aܪ ௜ൟ thenߙ

݊ − 1-dimension ॶ-nvs by the assumption it is homeomorphic to ॶ௡ିଵ which is a Banach 
space by the corollary 14.6, hence ܪ௜ is also a Banach space in the ॶ-nvs (ܧ, ܰ), then ܪ௜ is 
closed by lemma 14.1. 
     ܾ) Show that, it exists ܾ ∉ ௜ܪ݉݅݀ ௜ such that ݃௜(b)=1. Asܪ = ݊ − 1, then ܪ௜ is strictly 
containing in ܧ, so it exists ܽ ∈ ܽ and ܧ ∉ ௜ thus ݃௜(a)ܪ ≠ 0. It is obvious that ܾ = ௔

௚೔(௔)
 

satisfies ݃௜(ܾ) = ݃௜ ቀ ௔
௚೔(௔)

ቁ=1, then ܾ ∉  .௜ܪ
     ܿ) Show that ܾ + ݎ ௜ is closed and it existsܪ > 0 such that 0)ܤ, (ݎ ∩  ܾ + ௜ܪ = ∅. 
Obviously the map ℎ: ௜ܪ ⟶ ܾ + (ݔ)௜, defined by ℎܪ = ܾ +  is a homeomorphism, because ݔ
ܾ =(௜ܪ)௜ is a closed then ℎܪ + ܾ− ௜ is a closed. In the other handܪ ∉ ௜ implies that 0ܪ ∉ ܾ +
௜ܪ = ݈ܿ(ܾ + ݎ ௜) which implies that it existsܪ > 0 such that 0)ܤ, (ݎ ∩  ܾ + ௜ܪ = ∅ (by 
definition of the closure). 
     ݀) We will proof that ∀ݔ ∈ ,0)ܤ ݔ Let .1>|(ݔ)௜݃| ,(ݎ ∈ ,0)ܤ ,0)ܤ as (ݎ (ݎ ∩  ܾ + ௜ܪ = ∅  
then ݔ ∉  ܾ + ݔ ௜ orܪ − ܾ ∉ ݔ)௜ then ݃௜ܪ − ܾ) ≠ 0 or ݃௜(ݔ) ≠ ݃௜(ܾ)=1, if we assume that 
݃௜(ݔ) > 1 then ܰ ቀ ௫

௚೔(௫)
ቁ = ଵ

௚೔(௫)
(ݔ)ܰ < (ݔ)ܰ < hence ௫ ,ݎ

௚೔(௫)
∈ ,0)ܤ so ݃௜ (ݎ ቀ ௫

௚೔(௫)
ቁ = 1 

contradiction. Thus ∀ݔ ∈ ,0)ܤ  .1>|(ݔ)௜݃| ,(ݎ
     ݁) We will prove that ݃௜ is uniformly continuous. Let ߝ > 0 be, we search ߜ > 0 such that 
if 0 < ݔ)ܰ − (ݕ < ,ݔ for all ߜ ݕ ∈ (ݔ)then |݃௜ ,ܧ − ݃௜(ݕ)| = |݃௜(ݔ − |(ݕ <  It .(௜ is linear݃) ߝ
suffices  to take 0 < ߜ ≤ ݔ)ܰ indeed ,ݎߝ − (ݕ < ߜ ≤ implies that ௫ି௬ ݎߝ

ఌ
∈ ,0)ܤ  then (ݎ

ቚ݃௜ ቀ௫ି௬
ఌ

ቁቚ < 1 or |݃௜(ݔ − |(ݕ <   .ߝ
Step 3. In this last step, we return to the proof of the uniform continuity of ߰ and ߰ିଵ with 
for all ∈ ݔ ,ܧ = ∑ ௜ߣ

୬
ଵ (ݔ)߰ ,௜ߙ = ,ଵߣ) … , ௜ߣ , … , (௡ߣ = ( ଵ݃(ݔ), … , ݃௜(ݔ), … , ݃௡(ݔ)). It is clear 

that ߰ is a linear isomorphism. Let us proof that ߰ is uniformly continuous. Let ߝ > 0 be, 
because for all 1 ≤ ݅ ≤ ݊, ݃௜ is uniformly continuous, it exists ߜ௜>0 such that, if 0 <
ݔ)ܰ − (ݕ < ,ݔ ௜ for allߜ ݕ ∈ (ݔ)then |݃௜ ,ܧ − ݃௜(ݕ)| = |݃௜(ݔ − |(ݕ < ఌ

௡
. Thus for ߜ =

maxଵஸ௜ஸ௡ ௜ we have 0ߜ < ݔ)ܰ − (ݕ < ,ݔ for all ߜ ݕ ∈ (ݔ)߰‖ which implies that ܧ −
 therfore ߰ is uniformly continuous. let us show at the end that ,ߝ>ݕ݅݃−ݔ1n݃݅=1ݕ߰
߰ିଵ: ॶ୬ ⟶ E, ߣ = ,ଵߣ) … , ௜ߣ , … , (௡ߣ ⟼ ߰ିଵ(ߣ) = ݔ = ∑ ௜ߣ

୬
ଵ ,ߣ ௜ is ݇-Lipschitz. Letߙ ᇱߣ ∈

ॶ୬, we have for every ߣ, ᇱߣ ∈ ॶ, 
ܰ൫߰ିଵ(ߣ) − ߰ିଵ(ߣᇱ)൯ = ܰ(∑ ௜ߣ

୬
ଵ ௜ߙ − ∑ ௜ߣ

ᇱ୬
ଵ ∑)ܰ=(௜ߙ ௜ߣ)௜ߙ − ௜ߣ

ᇱ)୬
ଵ ) ≤ ∑ N൫ߙ௜(ߣ௜ −୬

ଵ
 ′1then ߰−1 is ݇-Lipschitz withߣ−ߣ݇=′݅ߣ−݅ߣ1n݅ߙmax1≤݅≤݊N≥′݅ߣ−݅ߣ݅ߙ1nN=′݅ߣ
݇ = maxଵஸ௜ஸ௡ N(ߙ௜), hence it is uniformly continuous.  
Lemma 16.2. Any ݊-dimension subspace in the ॶ-nvs ܧ is closed.  
Proof. Let ܪ be a ݊-dimension subspace in the ॶ-nvs ܧ. By the theorem 16.1, ܪ is uniformly 
homeomorphic to ॶ௡, then ܪ is complete in the metric ܧ, hence it is closed. 
Remark 16.4. From the theorem 16.1, all the properties obtained in ॶ௡ remain valid in the ݊-
dimension pace ॶ-nvs ܧ. In particular: 
     ܽ) The closed unit bull ܤ෨(0,1) is compact. 
     ܾ) The open unit bull (0,1)ܤ is locally compact.  
As the two applications in the corollary 16.2 are homeomorphism, it follows that:  
Lemma 16.3.  
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     ݅) A ॶ-nvs ܧ is locally compact⟺  .෨(0,1) is compactܤ
     ݅݅) A ॶ-nvs ܧ is locally compact⟺  .is relatively compact (0,1)ܤ
Proof. ݅) Since ܧ is locally compact, then 0 has a compact neighborhood ܭ, therefore there is 
ݎ > 0 such that 0)ܤ, (ݎ ⊂ ෨(0,1)ܤ so ,ܭ ⊂ ଵ

௥
ଵ =(ܭ)݈ܿ

௥
K, which is compact, it follows that the 

closure unit ball ܤ෨(0,1) is compact. Reciprocally, since for any ݔ ∈  such that 0<ݎ there is ,ܧ
,ݔ)ܤ (ݎ ⊂ ,ݔ)෨ܤ (ݎ = ݔ +  by the fact that, the ݔ ෨(0,1) which is a compact neighborhood ofܤݎ
singleton {ݔ} and ܤ෨(0,1) are compact and the remark 16.3 ܿ) and ݀), then ܧ is locally 
compact. ݅݅) is a direct consequence of ݅).and the proposition 16.2 ܽ). 
Remark 16.5. As ܤ෨(ܽ, (ݎ = ܽ + ,ܽ)ܤ ෨(0,1) andܤݎ (ݎ = ܽ +  the lemma 16.3 ,(0,1)ܤݎ
remains valid for ܤ෨(ܽ, ,ܽ)ܤ and (ݎ  .(ݎ
Theorem 16.2 (Riez-Frédiric). A locally compact ॶ-nvs ܧ is finite dimensional. 
Proof. Because ܧ is locally compact, then ܤ෨(0,1) is compact. It exists a finite number 
ܽଵ, … , ܽ௜ , … , ܽ௡ ∈ ෨(0,1)ܤ ෨(0,1) such thatܤ =∪ଵ

௡ ܤ ቀܽ௜ , ଵ
ଶ
ቁ. As the ݊-dimension subspace 

H = [ܽଵ, … , ܽ௜ , … , ܽ௡] (H is enjoyed by ܽଵ, … , ܽ௜ , … , ܽ௡) is closed in ܧ, by the lemma 16.2. 
Then, ܧ ⊂ ܧ݉݅݀ therefore ܪ = ݊.  If not, if it exists ܾ ∈ ܾ and ܧ ∉ ,ܾ)݀ then ,ܪ (ܪ = ܽ > 0, 
taking ߝ = ௔

ଶ
 and using the infimum property, there is ݔఌ ∈ ܽ such that ܪ ≤ ݀(ܾ, (ఌݔ =

‖ܾ − ‖ఌݔ < ܽ + ௔
ଶ

= ଷ
ଶ

ܽ. Because ௕ି௫ഄ
‖௕ି௫ഄ‖

∈ ݆ ෨(0,1), it existsܤ ∈ {1, … , ݊} such that ௕ି௫ഄ
‖௕ି௫ഄ‖

∈

ܤ ቀ ௝ܽ , ଵ
ଶ
ቁ i.e. ቛ ௝ܽ − ௕ି௫ഄ

‖௕ି௫ഄ‖
ቛ<ଵ

ଶ
. But, ቛ ௝ܽ − ௕ି௫ഄ

‖௕ି௫ഄ‖
ቛ = ቛ௔ೕ‖௕ି௫ഄ‖ି௕ା௫ഄ

‖௕ି௫ഄ‖
ቛ= ଵ

‖௕ି௫ഄ‖
ฮܾ −

 ℝ+∗, it∋ߝݔ−ܾ and ܧ of ܪ and ݆ܽ are two elements of the subspace ߝݔ Because.ߝݔ−ܾ݆ܽ+ߝݔ
follows that ݔఌ + ௝ܽ‖ܾ − ‖ఌݔ ∈ hence ଶ ,ܪ

ଷ
≤ ଵ

‖௕ି௫ഄ‖
ܽ ≤ ଵ

‖௕ି௫ഄ‖
ฮܾ − ൫ݔఌ + ௝ܽ‖ܾ − ఌ‖൯ฮ<ଵݔ

ଶ
. 

Contradiction. 

 
16.3-Linear maps on ॶ-nvs 
     Linear maps have some particular and interesting properties. In the sequel, ݂ is a linear 
map from the ॶ-nvs (ܧ, ‖ ‖ா) into the ॶ-nvs (ܨ, ‖ ‖ி). Starting with 
Corollary 16.3. If the ॶ-nvs ܧ is ݊-dimension. Then ݂ is ݇-Lipschitz. 
Proof. Let (݁௜)௜ୀଵ,…,௡ be a basis ܧ and let (ݔ௜)௜ୀଵ,…,௡ be the components of ݔ ∈  then ,ܧ
ி‖(ݔ)݂‖ = ‖݂(∑ ௜ݔ

୬
ଵ ݁௜)‖ி = ‖∑ ௜ݔ

୬
ଵ f(݁௜)‖ி ≤ ∑ ௜|୬ݔ|

ଵ ‖f(݁௜)‖ி ≤ (maxଵஸ௜ஸ௡‖f(݁௜)‖ி)‖ݔ‖ா. 
We conclude as in the proof of the proposition 16.6 that ݂ is ݇-Lipschitz, where ݇ =
maxଵஸ௜ஸ௡‖f(݁௜)‖ி . 
Definition 16.3. The map ݂ is said to be bounded, if there is ݇ > 0 such that 
ி‖(ݔ)݂‖ ≤k‖ݔ‖ா , for all ݔ ∈  .ܧ
Theorem 16.2. The following properties are equivalent: 
     ܽ) ݂ is continuous on ܧ. 
     ܾ) ݂ is continuous en 0. 
     ܿ) ݂ is ݇-Lipschitz. 
     ݀)  ݂ is bounded on ܧ. 
     ݁) ݂ is bounded on ܤ෨(0,1). 
     ݂) ݂ is bounded on ܵ(0,1). 
Proof. ܽ) ⟹ ܾ). As ݂ is continuous on ܧ, then it is continuous in 0. ܾ) ⟹ ܿ) Because ݂ is 
continuous in 0, for all ߝ > it exists ߜ > 0 such that for all ݔ ∈ satisfying 0  ,ܧ < ா‖ݔ‖ ≤  ߜ
we have ‖݂(ݔ)‖ி ≤ ,ݔ Thus for all .ߝ ݕ ∈ ,ܧ ቛ݂ ቀ ௫ି௬

‖௫ି௬‖ಶ
ቁቛߜ

ி
≤  witch implies that ,ߝ

(ݔ)݂‖ − ி‖(ݕ)݂ ≤ ݔ‖݇ − ,ݔ ா for all‖ݕ ݕ ∈ ݇ where ,ܧ = ఌ
ఋ
>0. Hence ݂ is ݇-Lipschitz. 
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ܿ) ⟹ ݀) As it exists ݇>0 such that ‖݂(ݔ − ி‖(ݕ ≤ ݔ‖݇ − ,ݔ ா for all‖ݕ ݕ ∈ and ݂(0) ܧ = 0, 
then it exists ݇>0 such that ‖݂(ݔ)‖ி ≤ ݔ ா for all‖ݔ‖݇ ∈ (݀ .so ݂ is bounded ,ܧ ⟹ ݁) 
Because it exists ݇>0 such that ‖݂(ݔ)‖ி ≤ ݔ ா for all‖ݔ‖݇ ∈  then it exists ݇>0 such that ,ܧ
ி‖(ݔ)݂‖ ≤ ݔ ா for all‖ݔ‖݇ ∈ (݁ .෨(0,1)ܤ ⟹ ݂) Because it exists ݇>0 such that ‖݂(ݔ)‖ி ≤
ݔ ா for all‖ݔ‖݇ ∈ ෨(0,1), and ܵ(0,1)ܤ ⊂ ி‖(ݔ)݂‖ ෨(0,1). Then, it exists ݇>0 such thatܤ ≤
ݔ ா for all‖ݔ‖݇ ∈ ܵ(0,1). ݂) ⟹ ܽ) Since it exists ݇>0, such that ‖݂(ݔ)‖ி ≤  ா for all‖ݔ‖݇
ݔ ∈ ܵ(0,1) then ‖݂(ݔ)‖ி ≤ ݇ for all ݔ ∈ ܵ(0,1). So for all ݔ, ݕ ∈ ݔ) ܧ ≠  (ݕ
ቛ݂ ቀ ௫ି௬

‖௫ି௬‖ಶ
ቁቛ

ி
≤ ݇, witch implies that ‖݂(ݔ) − ி‖(ݕ)݂ ≤ ݔ‖݇ − ,ݔ ா for all‖ݕ ݕ ∈  Hence .ܧ

݂ is ݇-Lipschitz, therefore it is continuous on ܧ. 
     Denote by: ܧ)ܮ,  ;ܨ into ܧ the ॶ-vector space of all continuous linear maps from (ܨ
(ܧ)ܮ = ,ܧ)ܮ E) and ܧ∗ = ,ܧ)ܮ  ॶ), which is called the dual of ܧ, the elements of ܧ∗ are said 
to be the bounded linear functionals or the continuous linear functionals. 
Definition 16.4. We call the norm of ݂ ∈ ,ܧ)ܮ  any number ܽ,ܾ,ܿ or ݀ in the following ,(ܨ
lemma. 
Lemma 16.4. The following numbers are equal. 
     ܽ = sup(௫∈ா,௫ஷ଴)

‖௙(௫)‖ಷ
‖௫‖ಶ

, ܾ = sup௫∈ௌ(଴,ଵ)‖݂(ݔ)‖ி, ܿ = sup௫∈஻෨(଴,ଵ)‖݂(ݔ)‖ி and ݀ =
݂݅݊{݇ > 0, ி‖(ݔ)݂‖ ݐℎܽݐ ℎܿݑݏ ≤ ா‖ݔ‖ ݇  for all ݔ ∈  .{ ܧ
Proof. ܽ ≤ ܾ. As ‖݂(ݔ)‖ி ≤  ܾ for all ݔ ∈ ܵ(0,1), then ቛ݂ ቀ ௫

‖௫‖ಶ
ቁቛ

ி
= ‖௙(௫)‖ಷ

‖௫‖ಶ
≤  ܾ for all 

ݔ ∈ ,ܧ ݔ) ≠ 0) it follows that ܽ = sup{௫∈ா,௫ஷ଴}
‖௙(௫)‖ಷ

‖௫‖ಶ
≤  ܾ. Since ܵ(0,1) ⊂  ෨(0,1) thenܤ

sup௫∈ௌ(଴,ଵ)‖݂(ݔ)‖ி ≤ sup௫∈஻෨(଴,ଵ)‖݂(ݔ)‖ி , so ܾ ≤ ܿ. Since 
݀ =  ݂݅݊{݇ > 0, ி‖(ݔ)݂‖ ݐℎܽݐ ℎܿݑݏ ≤ ா‖ݔ‖݇  for all ݔ ∈ ߝ then for any ,{ ܧ > 0 it exists 
݇ఌ > 0, ி‖(ݔ)݂‖ ݐℎܽݐ ℎܿݑݏ ≤ ݇ఌ‖ݔ‖ாfor all ݔ ∈ and ݇ఌ ܧ <  ݀ +  so ߝ
ܿ = sup௫∈஻෨(଴,ଵ)‖݂(ݔ)‖ி ≤ ݇ఌ <  ݀ + ߝ when ߝ ⟶ 0, we have ܿ ≤ ݀. Finally as ‖௙(௫)‖ಷ

‖௫‖ಶ
≤ ܽ 

for all ݔ ∈ ݔ) ܧ ≠ 0) then ‖݂(ݔ)‖ி ≤ ா‖ݔ‖ܽ  for all ݔ ∈ ݀ then ܧ ≤ ܽ. Therefore ܽ ≤ ܾ ≤
ܿ ≤ ݀ ≤ ܽ. 
Before proving that, one of the previous four numbers is a norm. Note that it is easy to check 
that for all ݂ ∈ ,ܧ)ܮ ݂ ,(ܨ = 0 on ܧ ⟺ ݂ = 0 on ܤ෨(0,1). Let us show that ܿ) is a norm i.e. 
the map ‖ ‖௅(ா,ி): ܧ)ܮ, (ܨ ⟶ ℝା defined by for all ݂ ∈ ,ܧ)ܮ  ,(ܨ
‖݂‖௅(ா,ி)=sup௫∈஻෨(଴,ଵ)‖݂(ݔ)‖ி satisfies the conditions ݊ଵ, ݊ଶ and ݊ଷ in the definition 16.1. 
For all ݂, ݃ ∈ ,ܧ)ܮ ߣ for all ,(ܨ ∈ ॶ and for all ݔ ∈  :෨(0,1), we haveܤ
     ݊ଵ-0 ≤ ி‖(ݔ)݂‖ ≤ ‖݂‖௅(ா,ி)=0⟺ ி‖(ݔ)݂‖ = 0 ⟺ (ݔ)݂ = 0 ⟺ ݂ = 0 on ܤ෨(0,1) ⟺
݂ = 0 on ܧ. 
     ݊ଶ-‖݂ߣ‖௅(ா,ி)=sup௫∈஻෨(଴,ଵ)‖(݂ߣ)(ݔ)‖ி=sup௫∈஻෨(଴,ଵ)‖(ݔ)݂ߣ‖ி = sup௫∈஻෨(଴,ଵ)|(ݔ)݂‖|ߣ‖ி =
 .௅(ா,ி)‖݂‖|ߣ|=ி‖(ݔ)݂‖sup௫∈஻෨(଴,ଵ)|ߣ|
     ݊ଷ-‖݂ + ݃‖௅(ா,ி)=sup௫∈஻෨(଴,ଵ)‖(݂ + (ݔ)݂‖ி=sup௫∈஻෨(଴,ଵ)‖(ݔ)(݃ +  ி‖(ݔ)݃
≤ sup

௫∈஻෨(଴,ଵ)
ி‖(ݔ)݂‖) + (ி‖(ݔ)݃‖ ≤ sup

௫∈஻෨(଴,ଵ)
ி‖(ݔ)݂‖ + sup

௫∈஻෨(଴,ଵ)
ி‖(ݔ)݃‖

= ‖݂‖௅(ா,ி) + ‖݃‖௅(ா,ி). 
Hence, the map ‖ ‖௅(ா,ி) is a norm on ܧ)ܮ,  .(ܨ
Because for any ݂, ݃ ∈ ,ܧ)ܮ ߣ and for any (ܨ ∈ ॶ, there are ݇ and ݇ᇱ in ℝା

∗  such that 
݂ߣ)‖ + ி‖(ݔ)(݃ ≤ ி‖(ݔ)݂‖|ߣ| + ி‖(ݔ)݃‖ ≤ ݇ |ߣ|) + ݇ᇱ)‖ݔ‖ா for all ݔ ∈ E, then ݂ߣ + ݃ ∈
,ܧ)ܮ ,ܧ)ܮ  .(ܨ ,ܧ)ܮ is complete then ܨ ,is a ॶ-nvs. If (ܨ  .is complete by the theorem 15.1 (ܨ
Therefore ܧ∗ is complete.  
Example 16.5.  
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     ܽ) Let ܧ = ࣝ([0,1], ℝ) be, the map ܶ: ,ܧ) ‖ ‖ஶ) ⟶ ,ܧ) ‖ ‖ஶ) defined by (݂ܶ)(ݔ) =
(ݔ)݂ − ݂(0), for all ݔ ∈ [0,1] is continuous. Indeed, the linearity is obvious and because for 
any ݂ ∈ (ݔ)݂|ஶ=sup௫∈[଴,ଵ]‖݂ܶ‖ ,ܧ − ݂(0)| ≤ |݂(0)| + sup௫∈[଴,ଵ]|݂(ݔ)| = |݂(0)|+‖݂‖ஶ ≤
2‖݂‖ஶ, then ܶ is bounded, hence it is continuous. But ܶ: ,ܧ) ‖ ‖ଵ) ⟶ ,ܧ) ‖ ‖ଵ) is not 
bounded. If not, it exists ܯ > 0 such that ‖݂ܶ‖ଵ ≤ ݂ ଵ for all‖݂‖ܯ ∈  Thus, for the .ܧ
sequence ௡݂(x)=(݊ + 1)(1 − ܶ‖ we have ,ܧ ௡ in(ݔ ௡݂‖ଵ = ∫ |ܶ ௡݂(ݔ)|ଵ

଴ ݔ݀ = ∫ | ௡݂(ݔ) −ଵ
଴

 .1=ݔ݀݊ݔ−1011+݊=ݔ݀(ݔ)for all ݊∈ℕ∗ and ݂݊1=01݂݊ ݊=ݔ݀݊ݔ−1−1011+݊=ݔ0݂݀݊
Hence, ݊ ≤ ݊ for all ܯ ∈ ℕ∗, contradiction with the fact that, ℕ is not bounded above. It 
follows that ܶ is not continuous, by the theorem 16.2 ݀). 

     ܾ) Let ܧ = ࣝ([0,1], ℝ) be, the map ܶ: ,ܧ) ‖ ‖ஶ) ⟶ (ℝ, | |) defined by ܶ(݂) =
∫ ଵݔ݊݅ݏ(ݔ)݂

଴ ݂ for any ݔ݀ ∈ ∗is continuous, and ‖ܶ‖ா ܧ = ∫ ଵݔ݊݅ݏ
଴  It is clear that ܶ is .ݔ݀

linear and for any ݂ ∈ |(݂)ܶ| ,ܧ ≤ ∫ ଵ|(ݔ)݂|
଴ ݔ݀|ݔ݊݅ݏ| ≤ ቀ∫ ଵݔ݊݅ݏ

଴ ቁݔ݀ ‖݂‖ஶ = ݇‖݂‖ஶ where 

0<k=∫ ଵݔ݊݅ݏ
଴ ∗then ܶ is bounded, hence it is continuous. Furthermore, ‖ܶ‖ா ,ݔ݀ ≤

ቀ∫ ଵݔ݊݅ݏ
଴ ∗ቁ  by the definition 16.4 ݀). But ‖ܶ‖ாݔ݀ ≥ |ܶ(݂)| for all ݂ ∈ E, then for ݂ = 1 in 

E, ‖ܶ‖ா∗ ≥ ∫ ଵݔ݊݅ݏ
଴ ∗Hence ‖ܶ‖ா .ݔ݀ = ∫ ଵݔ݊݅ݏ

଴  .ݔ݀
Corollary 16.4. If ݂ ∈ ,ܧ)ܮ ݃ and (ܨ ∈ ,ܨ)ܮ ,ܩ) where (ܩ ‖ ‖ீ) is a ॶ-nvs. Then ݃ ∘ ݂ ∈
,ܧ)ܮ ݃‖ and (ܩ ∘ ݂‖௅(ா,ீ) ≤ ‖݃‖௅(ி,ீ)‖݂‖௅(ா,ி). 
Proof. Let ݔ, ݕ ∈ ߣ and ܧ ∈ ॶ because (݃ ∘ ݔߣ)(݂ + ݔߣ)g൫݂=(ݕ + ൯(ݕ = g൫݂(ݔߣ)൯ +
g൫݂(ݕ)൯ = g൫(ݔ)݂ߣ൯ + g൫݂(ݕ)൯ = ൯(ݔ)g൫݂ߣ + g൫݂(ݕ)൯ = ݃)ߣ ∘ (ݔ)(݂ + (݃ ∘  then ,(ݕ)(݂
݃ ∘ ݂ is linear. And as 
‖(݃ ∘ ൯ฮ(ݔ)ฮ݃൫݂=ீ‖(ݔ)(݂

ீ
≤ ‖݃‖௅(ி,ீ)‖݂(ݔ)‖ி ≤ ‖݃‖௅(ி,ீ)‖݂‖௅(ா,ி)‖ݔ‖ா, for all ݔ ∈  ܧ

then ݃ ∘ ݂ is bounded, ݃ ∘ ݂ ∈ ,ܧ)ܮ ݃‖ and (ܩ ∘ ݂‖௅(ா,ீ) = sup
௫∈஻෨(଴,ଵ)

‖(݃ ∘ ீ‖(ݔ)(݂ ≤

‖݃‖௅(ி,ீ)‖݂‖௅(ா,ி). 
By the corollary 16.4, it follows that, if ݂ ∈ then, ݂௡ (ܧ)ܮ  ∈ and ‖݂௡‖௅(ா) (ܧ)ܮ ≤
൫‖݂‖௅(ா)൯௡

 for every ݊ ∈ ℕ∗.  
     In mathematics, a hyperplane ܪ is a linear subspace of the ॶ −  such that the basis of ,ܧ ݏݒ
its complementary has cardinality one. In the case when ܧ is an ݊-dimensional vector space 
(݊ ∈ ℕ∗), then ܪ is an (݊ − 1)-dimensional subspace. Examples of hyperplanes: the space 
{0} in 1-dimension space, any straight line through the origin in 2-dimensions, any plane 
containing the origin in 3-dimensions. In higher dimensions, it is useful to think of a 
hyperplane as member of an affine family of (݊ − 1)-dimensional subspaces (affine spaces 
look and behavior very similar to linear spaces but they are not required to contain the origin), 
such that the entire space is partitioned into these affine subspaces. This family will be 
stacked along the unique vector (up to sign) that is perpendicular to the original hyperplane. 
This "visualization" allows one to easily understand that a hyperplane always divides the 
parent vector space into two regions. In general ॶ-nvs ܧ the definition is given by. 
Definition 16.5. A subset ܪ of a ॶ-nvs ܧ is said to be an affine hyperplane, if it exists a 
linear form ݂ ≢ 0 (݂ non identiquely equal to 0 on ܧ) and a constant ܾ ∈ ℝ such that 
ܪ = ݔ} ∈ ,ܧ (ݔ)݂ = ܾ}. We say that ܪ is the hyperplane of the equation [݂ = ܾ]. 
Remark 16.6. 
ܪ (ܽ      = ݂ when ,݂ݎ݁ܭ = 0. 
஼ܪ (ܾ      ≠ ∅. Indeed, if ܪ஼ = ∅ then, for all ݔ ∈ (ݔ)݂ ,ܧ = ܾ so ݂(0) = 0 = ܾ hence for all 
ݔ ∈ (ݔ)݂ ,ܧ = 0 i.e. ݂ ≡ 0 on ܧ, contradiction. 
     ܿ) The map ݂ is not necessary continuous. 
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 .is not necessary containing 0 ܪ (݀     
     ݁) For the given ܽ = (ܽଵ, … , ܽ௜ , … , ܽ௡) ∈ ℝ௡ (ܽ ≠ 0) and ܾ ∈ ℝ and for any ݔ =
,ଵݔ) … , ௜ݔ , … , (௡ݔ ∈ ℝ௡, the hyperplane ܪ in ℝ௡ takes the form ܪ = ݔ} ∈ ℝ௡, ∑ ܽ௜

௡
ଵ ௜ݔ = ܾ}. 

Specifically, when ݊ = 2 and ܽଶ ≠ ܪ ,0 = ݔ} ∈ ℝଶ, ∑ ܽ௜
ଶ
ଵ ௜ݔ = ܾ} = ݔ} ∈ ℝଶ, ܽଵݔଵ + ܽଶݔଶ =

 .ܾ+1ݔܽ=2ݔ ,ℝ2∋ݔ=ܾ
Lemma 16.3. The hyperplane ܪ of the equation [݂ = ܾ] is closed⟺ ݂ is continuous. 
Proof. By the continuity of ݂ and the closure of the segleton {ܾ} in ℝ and as ܪ = ݂ିଵ({ܾ}), 
then ܪ is closed. Conversely, let ݔ଴ ∈ ݎ ஼ which is open, then it existsܪ > 0 such ݔ)ܤ଴, (ݎ ⊂
஼ܪ . We can assert that : ݅) if ݂(ݔ଴) < ܾ, then ݂(ݕ) < ܾ for all ݕ ∈ ,଴ݔ)ܤ  and ݅݅) if (ݎ
(଴ݔ)݂ > ܾ, then ݂(ݕ) > ܾ for all ݕ ∈ ,଴ݔ)ܤ  Let us check ݅) (the verification of ݅݅) is done .(ݎ
in the same way). Suppose, it exists ݔଵ ∈ ,଴ݔ)ܤ (ଵݔ)݂ such that (ݎ > ܾ > ,଴ݔ)ܤ .(଴ݔ)݂  (ݎ
being convex and ݐ = ௕ି௙(௫బ)

௙(௫భ)ି௙(௫బ)
∈ ]0,1[ then, ݂(ݖ) = 0 where ݖ = ଵݔݐ + (1 − ଴ݔ(ݐ ∈

,଴ݔ)ܤ (ݖ)݂ so ,(ݎ = 0 then ݖ ∈ ܪ = ෨ܤ contradiction. Because ݂ݎ݁ܭ ቀݔ଴, ௥
ଶ
ቁ ⊂ ,଴ݔ)ܤ  then (ݎ

(ݕ)݂ < ܾ for all ݕ ∈ ෨ܤ ቀݔ଴, ௥
ଶ
ቁ, as ܤ෨ ቀݔ଴, ௥

ଶ
ቁ=ݔ଴ + ௥

ଶ
݂ ෨(0,1) thenܤ ቀݔ଴ + ௥

ଶ
ቁݔ < ܾ for all 

ݔ ∈ (଴ݔ)݂ ෨(0,1), henceܤ + ௥
ଶ

(ݔ)݂  < ܾ for all ݔ ∈ ݔ− ෨(0,1). By the linearity of ݂ andܤ ∈

− ෨(0,1) we haveܤ ଶ
௥

൫ܾ − ൯(଴ݔ)݂ < (ݔ)݂ < ଶ
௥

൫ܾ − ݔ ൯ for all(଴ݔ)݂ ∈ ෨(0,1), so ቚ݂ܤ ቀ ௫
‖௫‖

ቁቚ <

ቂଶ
௥

൫ܾ − ݔ ൯ቃ for all(଴ݔ)݂ ∈ ݔ) ෨(0,1)ܤ ≠ 0), therefore |݂(ݔ)| ≤ ቂଶ
௥

൫ܾ − ൯ቃ(଴ݔ)݂  for all ‖ݔ‖
ݔ ∈  .(݁ ෨(0,1), hence ݂ is continuous by the theorem 16.2ܤ
Corollary 16.5. ݂ݎ݁ܭ is a ℝ-vector subspace of ܧ whith codimension one.  
Proof. It is clear that ݂ݎ݁ܭ is a ℝ-vector subspace of ܧ. As ݂ ≢ 0 it exists ݔ଴ ∈  such that ܧ
(଴ݔ)݂ ≠ 0. It is clear that, ݂ ቀݔ − ௙(௫)

௙(௫బ)
ݔ ଴ቁ=0 for everyݔ ∈ ݔ so ,ܧ ∈ +݂ݎ݁ܭ ௙(௫)

௙(௫బ)
 ଴ andݔ

ܧ = +݂ݎ݁ܭ ௙(௫)
௙(௫బ)

 ଴ݔ enjoyed by ܧ ଴ is ℝ-vector subspace ofݔ଴ where ℝݔℝ+݂ݎ݁ܭ =଴ݔ
(݀݅݉ℝݔ଴ = 1). If now ݔ ∈ ݂ݎ݁ܭ ∩ ℝݔ଴, it exists ߣ in ℝ such that ݔߣ =ݔ଴ and ݂(ݔߣ଴) =
(଴ݔ)݂ߣ = 0 then ߣ = 0 therefore ݔ = 0 and ܧ =  ଴ is a supplementaryݔ଴ i.e. ℝݔℝ⨁݂ݎ݁ܭ 
algebraic of ݂ݎ݁ܭ. Thus codimension of ݂ݎ݁ܭ is one.  
Corollary 16.6. ݂ݎ݁ܭ is closed or everywhere dense in the ℝ-nvs ܧ. 
Proof. If ݂ is continuous then ݂ݎ݁ܭ is closed. If ݂ is not continuous, ݂ݎ݁ܭ is a ℝ-subvector 
space of a ℝ-nvs ܧ and ݂ݎ݁ܭ ⊈  .ܧ which is also a ℝ-subvector space of a ℝ-nvs (݂ݎ݁ܭ)݈ܿ
Then codimension of ݈ܿ(݂ݎ݁ܭ) = 0 so ݈ܿ(݂ݎ݁ܭ) =  .ܧ
 

17-Fundamental theorems of functional analysis 
 

17.1-Hahn Banach theorems 
Let ܧ be a ℝ-nvs. The answer to the next question is yes: is there "enough" continuous linear 
functionals on ܧ which separate the points of ܧ?. (This result is a kind of analogue of the 
Urysohn's theorem 8.1, for continuous function over a normal topological space). We are 
going to prove an extension theorem for continuous linear functional defined on a proper 
linear subspace ܩ of ܧ i.e. ܩ ⊈  this result is a kind of analogue of Tietze's-Urysohon) ܧ
extension theorem 8.2, for the continuous functions defined on a proper closed subset, of a 
normal topological space ܧ). The important fact here is that the continuous linear extension 
preserves the norm see corollary 17.1. Note also that here (unlike Tietze's-Urysohon extension 
theorem) the subspace ܩ does not need to be closed. Indeed, from the corollary 17.4, a 
continuous linear functional can always be extended continuously from ܩ to ݈ܿ(ܩ). So, it 
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makes no difference whether ܩ is closed or not. To simplify, we will only prove the Hahn-
Banach theorems in the real case. 
     Substantially, there are three fundamental forms of Hahn Banach's theorems: algebraic 
form, topological form and geometric form or separation form. To establish the algebraic 
form we need in addition to the Zorn's lemma a map ݌ defined on the ℝ-vs ܧ into ℝ 
satisfying for all ݔ, ݕ ∈ ߣ and for all ܧ ∈ ℝା

∗ ,  
(ݔߣ)݌ =  (1)                                            ;(is positively homogeneous ݌) (ݔ)݌ߣ
ݔ)݌ + (ݕ ≤ (ݔ)݌ +  (2)                                                   .(is subadditive ݌) (ݕ)݌
Theorem 17.1 (Algebrical form of Hahn Banach theorem). If ݃ is a linear function from a 
proper linear subset ܩ of ܧ into ℝ satisfying: ݃(ݔ) ≤ ݔ for all (ݔ)݌ ∈  (3) .ܩ
Then, there is a linear function ݂ from ܧ into ℝ satisfying: 
(ݔ)݂ = ݔ for all (ݔ)݃ ∈ (ݔ)݂ and ܩ ≤ ݔ for all (ݔ)݌ ∈  (4)                           .ܧ
Proof. By stapes: 
Stape 1. Let  ܩ + ℝݔ଴ be the linear subset of ܧ, where ݔ଴ ∈  ஼. We will proof that, it exists aܩ
linear function ℎ, from ܩ + ℝݔ଴ into ℝ which satisfies (4) on ܪ. By the linearity of ݃ and 
(ݔ)݃ ,(3),(2) − (ݕ)݃ = ݔ)݃ − (ݕ ≤ ݔ)݌ − (ݕ ≤ ݔ)݌ + (଴ݔ + ଴ݔ−)݌ −  for every (ݕ
x, y ∈ – Hence .ܩ (ݕ)݃ − ଴ݔ−)݌ − (ݕ ≤ ݔ)݌ + (଴ݔ − ,for every x ,(ݔ)݃ y ∈  .(5)                   ܩ
For a fixed ݔ in (5), the set ܻ = ൛– (ݕ)݃ − ଴ݔ−)݌ − ,(ݕ y ∈  ൟ is bounded above, and for aܩ
fixed ݕ in (5), the set ܺ = ݔ)݌} + (଴ݔ − ,(ݔ)݃ x ∈  is bounded bellow. Therefore, it exists {ܩ
ߙ ∈ ℝ such that: for all z ∈  ܩ
– (ݖ)݃ − ݖ−)݌ − (଴ݔ ≤ sup୷∈ீ ܻ ≤ ߙ ≤ inf୶∈ீ ܺ ≤ ݖ)݌ + (଴ݔ −  .(6)         (ݖ)݃
The function ℎ from ܩ + ℝݔ଴ into ℝ, defined by: for all ݔ ∈ ݐ and for all ܩ ∈ ℝ, ℎ(ݔ +
 ,ℝ∋ݏ,ݐ and ܩ∋ݕ,ݔ ,ℝ∋ߣ and for any ,ܩ on.(ݔ)݃=ݔℎ ,0=ݐ satisfies for ,ߙݐ+(ݔ)݃=0ݔݐ
ℎ[ݔ)ߣ + (଴ݔݐ + ݕ + ݔߣ]଴]= ℎݔݏ + ݕ + ݐߣ) + ݔߣ)݃ =[଴ݔ(ݏ + (ݕ + ݐߣ) + (ݔ)݃) ߣ=ߙ(ݏ +
 and ܩ∋ݔ then ℎ is linear. It remains to verify that for all ,0ݔݏ+ݕℎ+0ݔݐ+ݔℎߣ =ߙ s+ݕ݃ +ߙݐ
ݐ ∈ ℝ∗, ℎ(ݔ + (଴ݔݐ ≤ ݔ)݌ + ݔ ଴). Letݔݐ ∈ ݐ and ܩ ∈ ℝ∗ are, if ݐ > 0, by the right side of (6) 
and (1) we have ߙ ≤ ݌ ቀ௫

௧
+ ଴ቁݔ − ݃ ቀ௫

௧
ቁ ≤ ଵ

௧
ݔ)݌ + (଴ݔݐ − ଵ

௧
(ݔ)݃ equivalently ,(ݔ)݃ +

ߙݐ ≤ ݔ)݌ + ݔ)଴) thus  ℎݔݐ + (଴ݔݐ ≤ ݔ)݌ + ݔ ଴) for allݔݐ ∈ ݐ and all ܩ > 0. If ݐ < 0 then 
−݃ ቀ௫

௧
ቁ − ݌ ቀ− ௫

௧
− ଴ቁݔ ≤ ߙݐ by the left side of (6) and (1), we have ߙ ≤ −t݃ ቀ௫

௧
ቁ −

t݌ ቀ− ௫
௧

− ଴ቁݔ = (ݔ)݃− + ݔ)݌ + (ݔ)݃ ଴), henceݔݐ + ߙݐ ≤ ݔ)݌ + ݔ)଴). Thus, ℎݔݐ + (଴ݔݐ ≤
ݔ)݌ + ݔ ଴) for allݔݐ ∈ ݐ and all ܩ ∈ ℝ∗. 

Stape 2. In this step, we use Zorn's lemma (just before the lemma 10.6) and the step 1: Let ℋ 
be the set of all functions ℎ defined from ܩ௛ into ℝ, where ܩ௛ is a subspace of ܧ containing 
with ℎ ,ܩ = ݃ on ܩ and ݃ ≤ ௛. As ℋܩ on ݌ ≠ ∅ since ݃ ∈ ℋ, we define the relation ≤ on ℋ 
by: for any ℎଵ, ℎଶ ∈ ℋ, (ℎଵ ≤ ℎଶ) ⟺ ௛భܩ) ⊂ ௛మ and ℎଵܩ = ℎଶ on ܩ௛భ). Let ℐ = {ℎఈ , ߙ ∈ ∆} 
be any totally ordered collection in ℋ. Check that (ℐ, ≤) is bounded above. Let ܩ௛ =
∪ఈ∈∆  ௛ into ℝܩ consider the function ℎ from ,ܧ ௛ is a subspace ofܩ ௛ഀ be, it is clear thatܩ
defined by ℎ = ℎఈ on ܩ௛ഀ for all ߙ ∈ ∆. It is clear that ℎ ∈ ℋ and ℎఈ ≤ ℎ for all ߙ ∈ ∆, thus 
ℎ is an upper bound of ℐ. By the Zorn's lemma, ℋ has a maximal element ݂. Let us show that 
ܧ ⊂ ௙ܩ . Assume that, there is ݔ଴ ∈ ଴ݔ and ܧ ∉  ௙, by the stape 1, it exists a function ℎ fromܩ
௙ܩ +  ℝݔ଴ into ℝ such that ℎ = ݂ on ܩ௙, ℎ ≤ ௙ܩ on ݌ +  ℝݔ଴. Therefore ℎ ∈ ℋ and ݂ ≤ ℎ, 
because ݂ is maximal, then ݂ = ℎ on ܩ௙ +  ℝݔ଴, contradiction with ℎ = ݂ + ௙ܩ on ߙݐ +  ℝݔ଴ 
for any ݐ ∈ ℝ∗. 
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     As a first consequence of the theorem 17.1, we will state the topological form of Hahn 
Banach theorems. For all ݔ ∈ ݂ and for all ܧ ∈ > ,∗ܧ ݂, ݔ >ா∗,ா, denotes ݂(ݔ) and it is said to 
be the inner product in the duality ܧ ,∗ܧ. 
Corollary 17.1 (Topological form of Hahn Banach theorem). Let ܩ be a proper linear 
subspace of ܧ. For any ݃ ∈ ݂ it exists ,∗ܩ ∈ ݂ such that∗ܧ = ݃ on ܩ and ‖݂‖ா∗ = ‖݃‖ீ∗. 
Proof. As ݃ ∈ >by the lemma 16.4 ݀) ห ,∗ܩ ݃, ݔ >ீ∗,ீห ≤ ீ‖ݔ‖∗ீ‖݃‖ = ݔ for all (ݔ)݌ ∈  .ܩ
Clearly the function ݌ satisfies (1) and (2). By the theorem 17.1, there is a linear function ݂ 
from ܧ into ℝ such that ݂(ݔ) ≤ (ݔ)݌ = ݔ ா for all‖ݔ‖∗ீ‖݃‖ ∈ (ݔ−)݂ then ,ܧ ≤
ா‖ݔ‖∗ீ‖݃‖− ா so‖ݔ−‖∗ீ‖݃‖ ≤ (ݔ)݂ ≤ ݔ ா for all‖ݔ‖∗ீ‖݃‖ ∈ |(ݔ)݂| hence ,ܧ ≤
ݔ ா for all‖ݔ‖∗ீ‖݃‖ ∈ ∗and ‖݂‖ா ܧ i.e. ݂ is bounded on ܧ ≤ ‖݃‖ீ∗ (7), by lemma 16.4 ݀), 
here ‖݃‖ீ∗ = sup{௫∈ீ,‖௫‖ಸஸଵ} < ݃, ݔ >ீ∗,ீ. Therefore, ݂ is continuous on ܧ by the theorem 
16.2 ݀), so ݂ ∈ |(ݔ)݂| ,In the other hand .∗ܧ ≤ ‖݂‖ா∗‖ݔ‖ா for all ݔ ∈ |(ݔ)݂| then ,ܧ ≤
‖݂‖ா∗‖ݔ‖ீ for all ݔ ∈ ∗ீ‖݃‖ so ,ܩ ≤ ‖݂‖ா∗ (8) by the lemma 16.4 ݀). From (7) and (8) we 
have ‖݃‖ீ∗ = ‖݂‖ா∗. 
Corollary 17.2. For any nonzero ݔ ∈ ݂ it exists ,ܧ ∈ > such that ∗ܧ ݂, ݔ >ா∗,ா= ா‖ݔ‖

ଶ  and 
‖݂‖ா∗=‖ݔ‖ா. 
Proof. Let ݃ be the function from ܩ = ℝݔ into ℝ, defined by: for all ݐ ∈ ℝ; ݃(ݔݐ) = ா‖ݔ‖ݐ

ଶ ,. 
Because, for any ߣ, ,ݐ ݏ ∈ ℝ, 
(ݔݐ)ߣ]݃ + [ݔݏ = ݐߣ)]݃ + [x(ݏ = ݐߣ) + ா‖ݔ‖(ݏ

ଶ = ா‖ݔ‖ݐ)ߣ
ଶ ா‖ݔ‖ݏ+(

ଶ = (ݔݐ)݃ߣ +  (ݔݏ)݃
then, ݃ is linear. As for any ݐ ∈ ℝ, |݃(ݔݐ)| = ா‖ݔ‖|ݐ|

ଶ = ‖x‖୉‖tx‖ୋ = k‖tx‖ୋ for all ݐ ∈ ℝ, 
where k = ‖x‖୉ > 0. Then ݃ is bounded on G, therefore ݃ ∈  By the corollary 17.1, it .∗ܩ
exists ݂ ∈ (ݔݐ)݂ :satisfying ∗ܧ = ݐ for any (ݔݐ)݃ ∈ ℝ. Hence, for all ݐ ∈ ℝ, (ݔ)݂ݐ =
(ݔݐ)݃ = ா‖ݔ‖ݐ

ଶ . Then, for the nonzero ݐ, < ݂, ݔ >ா∗,ா=‖ݔ‖ா
ଶ , thus 

‖݂‖ா∗ = sup{௫∈ா,௫ஷ଴}
ழ௙,௫வಶ∗,ಶ

‖௫‖ಶ
ா‖ݔ‖= . 

 .∗ܧ ෨ா∗(0,1) denotes the closed unit ball inܤ
Corollary 17.3. For all ݔ ∈ ா‖ݔ‖ ,ܧ = max௙∈஻෨ಶ∗(଴,ଵ)ห< ݂, ݔ >ா∗,ாห. 
Proof. As, for all ݔ ∈ ݂ and for all ܧ ∈ >ห ,∗ܧ ݂, ݔ >ா∗,ாห ≤  ‖݂‖ா∗‖ݔ‖ா, then 
sup௙∈஻෨ಶ∗(଴,ଵ)ห< ݂, ݔ >ா∗,ாห ≤ ݔ ா for all‖ݔ‖ ∈ ݔ By the corollary 17.2, for nonzero .ܧ ∈  it ,ܧ
exists ݂ ∈ > such that ∗ܧ ݂, ݔ >ா∗,ா= ா‖ݔ‖

ଶ  and ‖݂‖ா∗=‖ݔ‖ா. Setting ℎ = ௙
‖௫‖ಶ

, then ℎ ∈  ,∗ܧ
‖ℎ‖ா∗ = 1 and ‖ݔ‖ா =< ℎ, ݔ >ா∗,ா. So ℎ ∈ ா‖ݔ‖ ෨ா∗(0,1) andܤ ≤ sup௙∈஻෨ಶ∗(଴,ଵ)ห<
 .ܧ∋ݔ for all ܧ,∗ܧ<ݔ,݂>0,1∗ܧܤ∋max݂=ܧݔ thus  ,ܧ∋ݔ for all nonzero ܧݔ≥ܧ,∗ܧ<ݔ,݂

     In order to give the geometric forms of Hahn Banach's theorems, or convex separation 
theorems. We need some simple properties of convex sets. Recall that the set ܥ in the ℝ-vs ܧ 
is said to be convex if ݔݐ + (1 − ݕ(ݐ ∈ ݐ for all ,ܥ ∈ [0,1] and for all ݔ, ݕ ∈  By convention .ܥ
∅ is convex. 
Example ૚ૠ. ૚: It is easy to verify that: 
     ܽ) The singletons, the balls and the ℝ-vector spaces of ܧ are convex. 
     ܾ) The any intersection of the convex sets is convex. 
     ܿ) If {ܥ௡} is an increasing sequence of convex sets then ∪௡∈ℕ  .௡ is convexܥ
     ݀) If ܥ and ܥᇱ are convex, then ܥ + ߣ and for all ′ܥ ∈ ℝ, ܥߣ are convex. 
     ݁) If ܥ is convex then ݈ܿ(ܥ) is convex and ܥ + ܥ =  .ܥ2
     ݂) If ݂ is a linear map from the ℝ-vs ܧ into the ℝ-vs ܨ and ܥ is a convex in ܧ then ݂(ܥ) is 
a convex in ܨ. 
Definition 17.1. The hyperplane ܪ of the equation [݂ = ܾ] is said to be: 
     ܽ) Separates the sets ܣ and ܤ, if ݂(ݔ) ≤ ܾ for all ݔ ∈ ܾ and ܣ ≤ ݔ for all (ݔ)݂ ∈  .ܤ
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     ܾ) Strictly Separates the sets ܣ and ܤ, if it exists ߜ > 0 such that ݂(ݔ) ≤ ܾ −  for all ߜ
ݔ ∈ ܾ and ܣ + ߜ ≤ ݔ for all (ݔ)݂ ∈  .ܤ
Definition 17.2. The Minkowski function of the subset ܣ of ܧ, is the function ݌஺ from ܧ into 
ℝା

∗ ∪ {+∞} defined by for all ݔ ∈ (ݔ)஺݌ ,ܧ = ߙ}݂݊݅ > 0, ݔଵିߙ ∈  By convention .{ܣ
݂݅݊∅ = +∞. 
Lemma 17.1. The Minkowski function ݌஼ , of the open convex subset ܥof ܧ containing 0, 
satisfies: 
     ܽ) It exists ܯ > 0 such that, 0 ≤ (ݔ)஼݌ ≤ ݔ ா for all‖ݔ‖ܯ ∈  .ܧ
ܥ (ܾ      = ݔ} ∈ ,ܧ (ݔ)஼݌ < 1}. 
     ܿ) For all ߣ ∈ ℝା

∗  and for all ݔ, ݕ ∈ ݔ)஼݌ and (ݔ)஼݌ߣ=(ݔߣ)஼݌ ,ܧ + (ݕ ≤ (ݔ)஼݌ +  .(ݕ)஼݌
Proof. ܽ) As 0 is the lower bound of the set {ߙ > 0, ݔଵିߙ ∈ ݔ for all {ܥ ∈ then 0 ,ܧ ≤  (ݔ)஼݌
for all ݔ ∈ Because 0 .ܧ ∈ ݎ is open, it exists ܥ and ܥ > 0  such that ܤ෨ ቀ0, ௥

ଶ
ቁ ⊂ ,0)ܤ (ݎ ⊂  .ܥ

Let ߩ = ௥
ଶ
 be, as, for all nonzero ݔ ∈ ௫ ,ܧ

‖௫‖ಶ
ߩ ∈ ,෨(0ܤ and ఘ (ߩ

‖௫‖ಶ
ݔ = ቀ‖௫‖ಶ

ఘ
ቁ

ିଵ
ݔ ∈  then ,ܥ

0 ≤ (ݔ)஼݌ ≤ ‖௫‖ಶ
ఘ

= ݔ ா for all‖ݔ‖ܯ ∈ ܯ where ,ܧ = ଵ
ఘ
. ܾ) Let ݔ ∈ ݎ be, it exists ܥ > 0   

such that ݔ + ෨(0,1)ܤߩ = ,ݔ)෨ܤ (ߩ ⊂ ,ݔ)ܤ (ݎ ⊂ ߩ where ,ܥ = ௥
ଶ
. Then, for all ݖ ∈  ,෨(0,1)ܤ

ݔ + ݖߩ ∈ =hence for z ,ܥ ௫
‖௫‖ಶ

∈ ෨(0,1), ቀ1ܤ + ఘ
‖௫‖ಶ

ቁ ݔ ∈ (ݔ)஼݌ it follows that ܥ ≤ ଵ
ଵା ഐ

‖ೣ‖ಶ

< 1 

for all nonzero ݔ ∈ ݔ If now .ܥ ∈ (ݔ)஼݌ satisfies ܧ < 1, there is ߙ ∈ ℝା
∗  betwin ݌஼(ݔ) and 1, 

thus ିߙଵݔ ∈ ߙ if not ,ܥ ≤ (ݔ)஼݌ < ߙ < 1 contradiction, hence ߙ(ିߙଵݔ) + (1 − 0(ߙ = ݔ ∈
and 0 ܥ by the convexity of ,ܥ ∈ ܥ ,Therefore .ܥ = ݔ} ∈ ,ܧ (ݔ)஼݌ < 1}. ܿ) Let ߣ > 0 be and 
ݔ ∈ (ݔ)஼݌ߣ then ,ܧ = ߙ}݂݊݅ߣ > 0, ݔଵିߙ ∈ {ܥ = ߙߣ}݂݊݅ > 0, (ݔߣ)ଵି(ߙߣ) ∈  In .(ݔߣ)஼݌={ܥ
the other hand, for any ߝ > 0 and any ݔ, ݕ ∈ ஼݌ ,ܧ ቀ ଶ௫

ଶ௣಴(௫)ାఌ
ቁ= ଶ௣಴(௫)

ଶ௣಴(௫)ାఌ
< 1 and 

஼݌ ቀ ଶ௬
ଶ௣಴(௬)ାఌ

ቁ= ଶ௣಴(௬)
ଶ௣಴(௬)ାఌ

< 1, so ଶ௫
ଶ௣಴(௫)ାఌ

, ଶ௬
ଶ௣಴(௬)ାఌ

∈ But 0 .ܥ < ݐ = ଶ௣಴(௫)ାఌ
ଶ௣಴(௫)ାଶ௣಴(௬)ାଶఌ

< 1, then 

ݐ ௫
௣಴(௫)ାഄ

మ
+ (1 − (ݐ ௬

௣಴(௬)ାഄ
మ
= ௫ା௬

௣಴(௫)ା௣಴(௬)ାఌ
∈  hence ,ܥ

஼݌ ቀ ௫ା௬
௣಴(௫)ା௣಴(௬)ାఌ

ቁ = ଵ
௣಴(௫)ା௣಴(௬)ାఌ

ݔ)஼݌ + (ݕ < 1, thus ݌஼(ݔ + (ݕ < (ݔ)஼݌ + (ݕ)஼݌ +  and ,ߝ
when ߝ ⟶ ݔ)஼݌ ,0 + (ݕ ≤ (ݔ)஼݌ + ,ݔ for all ,(ݕ)஼݌ ݕ ∈  .ܧ
Lemma 17.2. If, ܥ is a nonempty open convex subset, of the ℝ-nvs ܧ and ݔ଴ ∈  ஼. Then, itܥ
exists ݂ ∈ (ݔ)݂ such that ∗ܧ < ݔ for all (଴ݔ)݂ ∈  of the equation ܪ i.e. the hyperplane ,ܥ
[݂ =  .{଴ݔ} and ܥ strictly separates the two convex [(଴ݔ)݂
Proof. We assume that 0 ∈ ݔ if not there is ,ܥ ∈ such that 0 ܥ ∈ ݔ− +  .which is convex ܥ
The linear function ݃ from ܩ = ℝݔ଴ into ℝ, defined by ݃(ݔݐ଴) = ݐ for all ݐ  ∈ ℝ satisfies: for 
ݐ > ଴ݔ 0 ∉ (଴ݔ)஼݌ then ,ܥ ≥ 1 it follows that ௧

௧
≤ (଴ݔݐ)݃ or (଴ݔ)஼݌ ≤ (଴ݔ)஼݌ݐ =  .(଴ݔݐ)஼݌

For ݃(ݔݐ଴) = ݐ ≤ 0 ≤  ܧ From the theorem 17.1, it exists a linear function ݂ from .(଴ݔݐ)஼݌
into ℝ such that ݂ = ݃ on ܩ in particular ݃(ݔ଴) = (଴ݔ)݂ = 1 and ݂(ݔ) ≤ (ݔ)஼݌ ≤  ா‖ݔ‖ܯ 
for all ݔ ∈ ݂ Hence .ܧ ∈ (ݔ)݂ and ∗ܧ < 1 =  .(଴ݔ)݂
     Before giving the first geometric form of Hahn Banach's theorems, which is the 
generalization of the lemma 17.2. Note that if ܱ is an open in ܧ and ܽ ∈  then for all ,ܧ
ߣ ∈ ℝା

∗ , ܽ + ݔ is open. In fact, if ܱߣ ∈ ܽ + then ௫ି௔ ܱߣ
ఒ

∈ ܱ so, it exists ݎ > 0 such that 

ܤ ቀ ௫ି௔
ఒ

, ቁݎ =  ௫ି௔
ఒ

+ ,0 )ܤ (ݎ ⊂ ܱ equivalently ݔ − ܽ + ,0 )ܤ ߣ (ݎ ⊂ ݔ or ܱߣ + ,0 )ܤ ߣ (ݎ ⊂
ܽ + ,ݔ )ܤ hence ,ܱߣ (ߩ ⊂ ܽ + ߩ where ܱߣ = ݎߣ > 0, hence ܽ +  .is open ܱߣ
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Theorem 17.2 (First geometric form of Hahn Banach's theorem). Let ܣ and ܤ are two 
nonempty convex subsets of ܧ. If ܣ is open and ܣ ∩ ܤ = ∅. Then, it exists a closed 
hyperplane ܪ of equation [݂ = ܾ] which separates ܣ and ܤ.  
Proof. The set ܥ = ܣ − ௬∈஻∪=ܤ ܣ) −  with nonzero ,ܧ is an open convex subset of (ݕ
element. If not, it exist ܽ ∈ ܾ and ܣ ∈ such that, 0 ܤ = ܽ − ܾ then ܽ = ܾ contradiction with 
ܣ ∩ ܤ = ∅. By the lemma 17.2, it exists ݂ ∈ (ݖ)݂ such that ∗ܧ < ݂(0) = 0 for all ݖ ∈  .i.e ܥ
the hyperplane ܪ of the equation [݂ = 0] strictly separates ܥ and {0}. Hence ݂(ݔ − (ݕ < 0 
for all ݔ ∈ ݕ and for all ܣ ∈ (ݔ)݂ equivalently ܤ < ݔ for all (ݕ)݂ ∈ ݕ and for all ܣ ∈  For a .ܤ
fixed ݕ in ܤ the set { ݂(ݔ), ݔ ∈ ,(ݕ)݂ } the set ܣ in ݔ is bounded above and for a fixed {ܣ ݕ ∈
 By the lemma .ݕ݂ܤ∋ݕinf≥ܾ≥ݔ݂ ܣ∋ݔis bounded below, hence, it exists ܾ∈ℝ such that sup ܤ
16 3, the closed hyperplane ܪ of equation [݂ = ܾ] separates ܣ and ܤ. 
     We will now, state and demonstrate, the second geometric form of Hahn Banach's 
theorems. 
Theorem 17.3 (Second geometric form of Hahn Banach's theorem). Let ܣ and ܤ two 
nonempty convex subset of ܧ, where ܣ is closed, ܤ is compact and ܣ ∩ ܤ = ∅. Then, it exists 
a closed hyperplane ܪ of equation [݂ = ܾ], which strictly separates ܣ and ܤ. 
Proof. Setting for a fixed ݊଴ ∈ ℕ∗, ܣ௡బ = ܣ + ଵ

ଶ௡బ
௫∈஺∪ =(0,1)ܤ ቀݔ + ଵ

ଶ௡బ
 ቁ and(0,1)ܤ

௡బܤ = ܤ + ଵ
ଶ௡బ

௡బܣ ௡బ is convex. Moreoverܤ ௡బ is an open convex andܣ ,Then .(0,1)ܤ ∩
௡బܤ = ∅. Indeed if, for all n∈ ℕ∗, ܣ௡ ∩ ௡ܤ ≠ ∅, there are ܽ௡ ∈ ௡ܾ ,ܣ ∈  and there are ܤ
,ݏ ݐ ∈ such that ܽ௡ (0,1)ܤ + ଵ

ଶ௡
௡ܾ =ݐ + ଵ

ଶ௡
so ܽ௡ ,ݏ − ܾ௡ = ଵ

ଶ௡
ݏ) − hence 0 (ݐ ≤

‖ܽ௡ − ܾ௡‖ = ଵ
ଶ௡

ݏ‖ − ‖ݐ ≤ ଵ
ଶ௡

‖ݏ‖) + (‖ݐ‖ < ଵ
௡
. When ݊ ⟶ ∞, ܽ௡ − ܾ௡ ⟶ 0, as ܽ௡ − ܾ௡ ∈

ܣ − ܣ and ܤ − is closed by the lemma 16.1, then 0 ܤ ∈ ܣ − ܣ which implies that ܤ ∩ ܤ ≠ ∅, 
contradiction. By the theorem 17.2, it exists a closed hyperplane ܪ of equation [݂ = ܾ] which 
separates ܣ௡బand ܤ௡బ i.e. ݂(ݔ + (ݐ ≤ ܾ for all ݔ ∈ ݐ and for all ,ܣ  ∈ ,0)ܤ ଵ

ଶ௡బ
), and ܾ ≤

ݕ)݂ + ݕ for all ,(ݐ ∈ ݐ and for all ܤ ∈ ܤ ቀ0, ଵ
ଶ௡బ

ቁ. Thus, ݂(ݔ + (ݐ ≤ ܾ for all ݔ ∈  and for ,ܣ 

all ݐ ∈ ,෨(0ܤ ଵ
ଷ௡బ

), and ܾ ≤ ݕ)݂ + ݕ for all ,(ݐ ∈ ݐ and for all ܤ ∈ ෨ܤ ቀ0, ଵ
ଷ௡బ

ቁ. Therefore, 

݂ ቀݔ + ଵ
ଷ௡బ

ቁݖ = (ݔ)݂ + ଵ
ଷ௡బ

(ݖ)݂ ≤ ܾ for all ݔ ∈ ݖ and for all ,ܣ  ∈ ܾ ෨(0,1), andܤ ≤

݂ ቀݕ + ଵ
ଷ௡బ

ቁݖ = (ݕ)݂ + ଵ
ଷ௡బ

ݕ for all ,(ݖ)݂ ∈ ݖ and for all ܤ ∈  (ܿ ෨(0,1). By the lemma 16 4ܤ

(ݔ)݂ + ଵ
ଷ௡బ

‖݂‖ா∗ ≤ ܾ for all ݔ ∈ (ݔ)݂ hence ,ܣ  ≤ ܾ − ݔ for all ߜ ∈ ߜ where ܣ =
ଵ

ଷ௡బ
‖݂‖ா∗ > 0 (݂ ≢ 0), and ܾ ≤ (ݕ)݂ + ଵ

ଷ௡బ
(ݖ−)݂ = (ݕ)݂ − ଵ

ଷ௡బ
ݕ for all (ݖ)݂ ∈  and for ܤ

all ݖ ∈ ܾ ෨(0,1) orܤ + ଵ
ଷ௡బ

(ݖ)݂ ≤ ݕ for all ,(ݕ)݂ ∈ ݖ and for all ܤ ∈ ܾ ,෨(0,1). Thusܤ + ߜ ≤
ݕ for all (ݕ)݂ ∈ ݂] of equation ܪ Therefore, a closed hyperplane .ܤ  = ܾ] strictly separates ܣ 
and ܤ. 
Remark 17.1. 
     ܽ) We obtain the theorem 17.2, if we assume B is open instead of A is open. 
     ܾ) In the finite dimension space, we obtain the theorem 17.2, even if A is not open.  
Corollary 17.4. Let ܨ be a linear subspace of a ℝ-nvs ܧ. If, ݂(ݔ) = 0 on ܨ for any ݂ ∈  ,∗ܧ
implies ݂(ݔ) = 0 on ܧ. Then ݈ܿ(ܨ) = (ܨ)݈ܿ Equivalently, if .ܧ ≠ ݂ it exists ,ܧ ∈ ݂) ∗ܧ ≠ 0) 
such that ݂(ݔ) = 0 on ܨ. 
Proof. Let ݈ܿ(ܨ) =  Assume that .ܧ is a linear subspace of a ℝ-nvs ܩ be, by corollary 16.1 ܩ
ܩ ≠ ଴ݔ and let ܧ ∈ ܣ ,஼ be. It is clear thatܩ = ܩ and {଴ݔ} =  satisfy the assumptions of the ܤ
theorem 17 3. Then, there are ܾ ∈ ℝ and ݂ ∈ ݂) ∗ܧ ≠ 0) such that, ݂(ݔ) < ܾ <  for all (଴ݔ)݂ 
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ݔ ∈ (ݔ)݂ Hence .(ܨ)݈ܿ < ݔ for all (଴ݔ)݂ >ܾ ∈ as 0 ,ܨ ∈ then ݂(0) ܨ = 0 < ܾ and as −ݔ ∈  ܨ
then −݂(ݔ) < ܾ hence – ܾ < (ݔ)݂ < ܾ or 0 ≤ |(ݔ)݂| < ܾ for all ݔ ∈ ݊ As for all .ܨ ∈ ℕ∗ 
and for all ݔ ∈ ݔ݊ ,ܨ ∈ then, 0 ܨ ≤ |(ݔ݊)݂| < ܾ for all ݔ ∈ ݊ and for all ܨ ∈ ℕ∗. So 0 ≤
|(ݔ)݂| < ଵ

௡
ܾ for all ݔ ∈ ݊ and for all ܨ ∈ ℕ∗. When ݊ ⟶ ∞, we have |݂(ݔ)| = 0 ⟺ (ݔ)݂ =

0 for all ݔ ∈  .ܨ
 
17.2-Banach-Stienhaus theorem, open map theorem, the closed graph theorem 
     Let (ܧ, ‖ ‖ா) and (ܨ, ‖ ‖ி) are two ॶ-nvs and ‖ܶ‖௅(ா,ி) = sup௫∈஻෨(଴,ଵ)‖ܶ(ݔ)‖ி the 
norm of any ܶ ∈ ,ܧ)ܮ –Another fundamental theorem, of functional analysis is the Banach .(ܨ
Steinhaus theorem, which is known as the uniform boundedness principle. It is based on the 
Baire lemma 14.6. Let { ఈܶ , ߙ ∈ ∆} be a collection of the elements of ܧ)ܮ,  :We write .(ܨ
supఈ∈∆‖ ఈܶ(ݔ)‖ி < +∞ for all ݔ ∈  if it ,(pointwice boundedness or strong boundedness) ܧ
exists ܭ > 0 such that ‖ ఈܶ(ݔ)‖ி ≤ ߙ for all ,ܭ ∈ ∆ and for all ݔ ∈  and we write ,ܧ
supఈ∈∆‖ ఈܶ‖௅(ா,ி) < +∞ (uniform boundedness), if it exists ܯ > 0 such that ‖ ఈܶ‖௅(ா,ி) ≤
ߙ for all ,ܯ ∈ ∆. 
Theorem 17.4. (Banach-Steinhaus theorem). If ܧ is a Banach space, ܨ is a normed space and 
{ ఈܶ , ߙ ∈ ∆} is a collection of the elements of ܧ)ܮ, ‖∆∋such that: supఈ (ܨ ఈܶ(ݔ)‖ி < +∞ for 
all ݔ ∈ ‖∆∋Then, supఈ .ܧ ఈܶ‖௅(ா,ி) < +∞. 
Proof. Let for all ߙ ∈ ௡ܨ ,∆ = ݔ} ∈ ,ܧ ‖ ఈܶ(ݔ)‖ி ≤ ݊} = (‖ ‖ி ∘ ఈܶ)ିଵ(]−∞, ݊]) be, where 
݊ ∈ ℕ∗, the sequence of closed subsets of ܧ. By assumption, it exists ܯ > 0 such that 
‖ ఈܶ(ݔ)‖ி ≤ ߙ for all ܯ ∈ ∆ and for all ݔ ∈ ݉ thus there is ,ܧ ∈ ℕ∗ such that ‖ ఈܶ(ݔ)‖ி ≤ ݉ 
for all ߙ ∈ ∆ and for all ݔ ∈ ݔ by Archimedean axiom, then ܧ ∈ ܧ ௠ andܨ =∪௡∈ℕ∗  ௡. Usingܨ
Baire’s lemma 14.6, it exists ݊଴ ∈ ℕ∗ such that ݅݊ݐ(ܨ௡బ) ≠ ∅. Therefore, for ݔ଴ ∈  ௡బ൯, itܨ൫ݐ݊݅
exists ݎ > 0 such that ܤ෨(ݔ଴, (ݎ ⊂ ௡బ൯ܨ൫ݐ݊݅ ⊂ ‖ ௡బ, henceܨ ఈܶ(ݔ଴ + ி‖(ݖݎ ≤ ݊଴ and 
‖ ఈܶ(ݔ଴)‖ி ≤ ݊଴ for all ߙ ∈ ∆ and for all ݖ ∈ ‖ ෨(0,1). Becauseܤ ఈܶ(ݖݎ)‖ி = ‖ݎ ఈܶ(ݖ)‖ி =
‖ ఈܶ(ݔ଴ + ݖݎ − ଴)‖ிݔ = ‖ ఈܶ(ݔ଴ + (ݖݎ − ఈܶ(ݔ଴)‖ி ≤ ‖ ఈܶ(ݔ଴ + ி‖(ݖݎ + ‖ ఈܶ(ݔ଴)‖ி ≤ 2݊଴ 
for all ߙ ∈ ∆ and for all ݖ ∈ ‖ ෨(0,1), thenܤ ఈܶ(ݖ)‖ி ≤ ଶ௡బ

௥
 for all ߙ ∈ ∆ and for all ݖ ∈  ,෨(0,1)ܤ

hence ‖ ఈܶ‖௅(ா,ி) ≤ ଶ௡బ
௥

 for all ߙ ∈ ∆. So, it exists ܭ = ଶ௡బ
௥

>0 such that, supఈ∈∆‖ ఈܶ‖௅(ா,ி) ≤
 .ܭ
     As a direct consequence of the theorem 17.4, we have: 
Corollary 17.5. Let ܧ and ܨ are Banach spaces, and let { ௡ܶ} be a sequence in ܧ)ܮ,  If for .(ܨ
any ݔ ∈ } the sequence ,ܧ ௡ܶ(ݔ)} converges to the limit ݕ = (ݔ)ܶ ∈  :Then  .ܨ
     ݅) sup௡∈ℕ∗‖ ௡ܶ‖௅(ா,ி) < +∞. 
     ݅݅) ܶ ∈ ,ܧ)ܮ  .(ܨ
     ݅݅݅) ‖ܶ‖௅(ா,ி) ≤ liminf௡⟶ାஶ‖ ௡ܶ‖௅(ா,ி). 
Proof. ݅) As the sequence { ௡ܶ(ݔ)} converges to the limit ݕ = (ݔ)ܶ ∈  it is bounded. So, it ,ܨ
exists ܯ > 0 such that ‖ ௡ܶ(ݔ)‖ி ≤ ݊ for all ܯ ∈ ℕ∗ and for all ݔ ∈  then ,ܧ
sup௡∈ℕ∗‖ ௡ܶ(ݔ)‖ி ≤ ݔ for all  ܯ ∈  ,such that 0<ܭ From the theorem 17.4, it exists .ܧ
sup௡∈ℕ∗‖ ௡ܶ‖௅(ா,ி) ≤ ,ݔ Because, for all (݅݅ .ܭ ݕ ∈ ߣ and for all ܧ ∈ ℝ, ௡ܶ(ݔߣ + (ݕ =
ߣ ௡ܶ(ݔ) + ௡ܶ(ݕ) ⟶ ݔߣ)ܶ + (ݕ = (ݔ)ܶߣ + ܯ and it exists (ݕ)ܶ > 0 such that ‖ ௡ܶ(ݔ)‖ி ≤
ா‖ݔ‖ܯ , for all ݔ ∈ ݊ and for all ܧ ∈ ℕ∗, hence lim௡⟶ାஶ‖ ௡ܶ(ݔ)‖ி = ி‖(ݔ)ܶ‖ ≤  ா for‖ݔ‖ܯ
all ݔ ∈ ܶ so ,ܧ ∈ ,ܧ)ܮ ‖ As (݅݅݅ .(ܨ ௡ܶ‖௅(ா,ி) ≤ ݊ for all ܭ ∈ ℕ∗, from the Weierstrass-
Bolzano theorem, liminf௡⟶ାஶ‖ ௡ܶ‖௅(ா,ி) exists. Because ‖ ௡ܶ(ݔ)‖ி ≤ ‖ ௡ܶ‖௅(ா,ி) for all 
ݔ ∈ ݊ ෨(0,1) and for allܤ ∈ ℕ∗, so lim௡⟶ାஶ‖ ௡ܶ(ݔ)‖ி = ி‖(ݔ)ܶ‖ ≤ liminf௡⟶ାஶ‖ ௡ܶ‖௅(ா,ி) 
for all ݔ ∈ ෨(0,1), thus ‖ܶ‖௅(ா,ி)ܤ ≤ liminf௡⟶ାஶ‖ ௡ܶ‖௅(ா,ி). 
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Corollary 17.6. If ܩ is a Banach space and ܤ is a subset of ܩ such that for all ݂ ∈  is (ܤ)݂ ,∗ܩ
bounded. Then ܤ is bounded. 
Proof. Let ܧ = ܨ and ∗ܩ = ℝ are and let { ௕ܶ, ܾ ∈  be a collection of the elements of {ܤ
,ܧ)ܮ ܾ defined by: for all (ܨ ∈ ݂ and for all ܤ ∈ (݂)௕ܶ ,ܧ = ݂(ܾ). As for all ݂ ∈  is (ܤ)݂ ,ܧ
bounded, then sup௕∈஻|݂(ܾ)|<+∞ for all ݂ ∈ |equivalently sup௕∈஻ ,ܧ ௕ܶ(݂)|<+∞ for all 
݂ ∈ ‖hence sup௕∈஻ ,ܧ ௕ܶ‖௅(ா,ி)<+∞ by the theorem 17.4. It exists ܭ > 0 such that 
‖ ௕ܶ‖௅(ா,ி) ≤ ܾ for all ܭ ∈ | ,Therefore . ܤ ௕ܶ(݂)| ≤ ܾ for all ܭ ∈ ݂ and for all ܤ ∈  .෨ா(0,1)ܤ
Then sup௙∈஻෨ಶ(଴,ଵ)| ௕ܶ(݂)|=sup௙∈஻෨ಶ(଴,ଵ)|݂(ܾ)| ≤ ܾ for all ,ܭ ∈  ,Because .ܤ
sup௙∈஻෨ಶ(଴,ଵ)|݂(ܾ)| = ‖ܾ‖ீ for all ܾ ∈  .is bounded ܤ by the corollary 17.3, hence ܤ
     Another fundamental theorem, of functional analysis, is the open mapping theorem, also 
known as Banach-Schauder theorem, whose the proof is a direct consequence of the 
following two lemmas: 
Lemma 17.3. If ܨ is a Banach space and if, the map ܶ from ܧ into ܨ is surjective and linear. 
Then, there is ݎ > 0 such that ܤி(0,2ݎ) ⊂ ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ. 

Proof. Setting ܨ௡= ݈݊ܿ ቀܶ൫ܤா(0,1)൯ቁ, for all ݊ ∈ ℕ∗. It is clear that, the elements of the 
sequence {ܨ௡} are closed in ܨ. Because ∀ݔ ∈ it exists ݊଴ ,ܧ ∈ ℕ∗ such that ‖ݔ‖ா < ݊଴ by 
Archimedean axiom, i.e. ݔ ∈ ݊଴ܤா(0,1), then ܧ = ⋃௡∈ℕ∗݊ܤா(0,1) and as ܶ is surjective and 
linear ܶ(ܧ) = ܨ = ⋃௡∈ℕ∗݊ܶ൫ܤா(0,1)൯ ⊂ ⋃௡∈ℕ∗݈݊ܿ ቀܶ൫ܤா(0,1)൯ቁ=⋃௡∈ℕ∗ܨ௡, hence ܨ =
⋃௡∈ℕ∗ܨ௡. As ܨ is a Banach space, by the Baire’s lemma 14.6, it exists ݊଴ ∈ ℕ∗ such that 
(௡బܨ)ݐ݊݅ ≠ ∅, thus ଵ

ସ
ݐ݊݅ ൬݈ܿ ቀܶ൫ܤா(0,1)൯ቁ൰ ≠ ∅. Let ݕ଴ ∈ ଵ

ସ
ݐ݊݅ ൬݈ܿ ቀܶ൫ܤா(0,1)൯ቁ൰ be, there 

is ݎ > 0 such that ܤி(ݕ଴, (ݎ4 ⊂ ݐ݊݅ ൬݈ܿ ቀܶ൫ܤா(0,1)൯ቁ൰ ⊂ ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ, so ݕ଴ ∈

݈ܿ ቀܶ൫ܤா(0,1)൯ቁ, it exists a sequence {ݔ௡} in ܤா(0,1) such that ܶ(ݔ௡) ⟶  ଴. Because theݕ

sequence {−ݔ௡} is in ܤா(0,1) then ܶ(−ݔ௡) = (௡ݔ)ܶ− ⟶ ଴ݕ− ∈ ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ. By the 

example17.1 ), ݀), ݁) and ݂), ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ is convex, −ݕ଴ + ,଴ݕ)ிܤ (ݎ4 = (ݎ0,2)ிܤ2 ⊂

݈ܿ ቀܶ൫ܤா(0,1)൯ቁ + ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ=2 ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ, hence ܤி(0,2ݎ) ⊂ ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ.  
Lemma 17.4. If ܧ and ܨ are Banach spaces, and if the map ܶ ∈ ,ܧ)ܮ  ,is surjective. Then (ܨ
there is ݎ > 0 such that ܤி(0, (ݎ ⊂ ܶ൫ܤா(0,1)൯. 
Proof. As by the lemma 17.3, it exists ݎ > 0 such that ܤி(0,2ݎ) ⊂ ݈ܿ ቀܶ൫ܤா(0,1)൯ቁ, then 

,ி(0ܤ (ݎ ⊂ ݈ܿ ቆܶ ൬ܤா ቀ0, ଵ
ଶ
ቁ൰ቇ. By the proposition 13.4 ܽ) for any ݕ ∈ ,ி(0ܤ  and for (ݎ

ଵ
ଶ

ݎ > 0, it exists ݖଵ ∈ ଵ‖ாݖ‖ with ܧ < ଵ
ଶ
 such that ‖ݕ − ி‖(ଵݖ)ܶ <  ଵ

ଶ
ݕ then ,ݎ − (ଵݖ)ܶ ∈

ଵ
ଶ

,ி(0ܤ (ݎ ⊂ ݈ܿ ቆܶ ൬ܤா ቀ0, ଵ
ଶమቁ൰ቇ. Hence, for ଵ

ଶమ ݎ > 0, it exists ݖଶ ∈ ଶ‖ாݖ‖ with ܧ < ଵ
ଶమ such 

that ‖ݕ − ଵݖ)ܶ + ଶ)‖ிݖ < ଵ
ଶమ By iteration up to order n, for ଵ .ݎ

ଶ೙ ݎ > 0, it exists ݖ௡ ∈  with ,ܧ
௡‖ாݖ‖ < ଵ

ଶ೙ such that ‖ݕ − ଵݖ)ܶ + ଶݖ + ⋯ + ௡)‖ிݖ < ଵ
ଶ೙ ݊ for all ,ݎ ∈ ℕ∗. Setting ݔ௡ = ଵݖ +

ଶݖ + ⋯ + ݊ ௡, for allݖ ∈ ℕ∗ because ‖ݔ௡ାଵ − ௡ାଵ‖ாݖ‖=௡‖ாݔ < ଵ
ଶ೙శభ for all ݊ ∈ ℕ∗then 

0 ≤ ௡ݔ‖ − ௠‖ாݔ ≤ ௡ݔ‖ − ௡ାଵ‖ாݔ + ௡ାଵݔ‖ − ௡ାଶ‖ாݔ + ⋯ + ௠ିଵݔ‖ − ௠‖ாݔ < ଵ
ଶ೙శభ +

ଵ
ଶ೙శమ+…+ ଵ

ଶ೙శ(೘ష೙)=
ଵ

ଶ೙ ቂଵ
ଶ

+ ଵ
ଶమ + ⋯ + ଵ

ଶ೘ቃ = ଵ
ଶ೘ ቂ1 − ଵ

ଶ(೘ష೙)ቃ<
ଵ

ଶ೙ for all ݊, ݉ ∈ ℕ∗(݉ > ݊), so 
the sequence {ݔ௡} is a Cauchy in the Banach ܧ, hence it converges to the series ݔ =
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∑ ௡௡ஹଵݖ ∈ (௡ݔ)ܶ By the continuity of ܶ and the uniqueness of the limit .ܧ ⟶ (ݔ)ܶ =  .ݕ
Because ‖ݔ‖ா=‖∑ ௡௡ஹଵݖ ‖ா ≤ ∑ ௡‖ாݖ‖ <௡ஹଵ ∑ ଵ

ଶ೙ = 1,௡ஹଵ  it follows that ݔ ∈  ,ா(0,1)ܤ
therefore ܶ(ݔ) = ݕ ∈ ܶ൫ܤா(0,1)൯. 
Theorem 17.5 (open map theorem). If ܧ and ܨ are Banach spaces and, if the map ܶ ∈
,ܧ)ܮ  .is surjective. Then ܶ is open (ܨ
Proof. Let ܱ be an open in ܧ and ݕ ∈ ܶ(ܱ), it exists ݔ ∈ ܱ such that ݕ =  Thus, it .(ݔ)ܶ
exists ߩ > 0 where ܤா(ݔ, (ߩ = ݔ + ா(0,1)ܤߩ ⊂ ܱ, then ܶ൫ܤா(ݔ, ൯(ߩ = ݕ + ா(0,1)൯ܤ൫ܶߩ ⊂
ܶ(ܱ). From the lemma 17.4, it exists ݎ > 0 such that ܤி(0, (ݎ ⊂ ܶ൫ܤா(0,1)൯, then 
,ி(0ܤ (ݎߩ ⊂ ,ݕ)ிܤ ா(0,1)൯, henceܤ൫ܶߩ (ݎߩ ⊂ ܶ(ܱ) and ܶ(ܱ) is open. Thus ܶ is open. 
Corollary 17.6 (the inverse bounded theorem). If ܧ and ܨ are Banach spaces and if, the map 
ܶ ∈ ,ܧ)ܮ is bijective. Then, the inverse map ܶିଵ (ܨ ∈ ,ܨ)ܮ  .(ܧ
Proof. By the lemma 17.4, it exists ݎ > 0 such that ܤி(0, (ݎ ⊂ ܶ൫ܤா(0,1)൯, then 
ܶିଵ൫ܤி(0, ൯(ݎ ⊂ ݔ ா(0,1), hence for allܤ ∈ ி‖(ݔ)ܶ‖ satisfying ܧ <  ,ா<1. As‖ݔ‖ we have ,ݎ
for any nonzero ݔ ∈ ቛܶ ܧ ቀ ௫

‖்(௫)‖ಷ

௥
ଶ
ቁቛ

ி
= ௥

ଶ
<r, then ቛ ௫

‖்(௫)‖ಷ

௥
ଶ
ቛ

ா
<1, for any nonzero ݔ ∈  .ܧ

Therefore, ‖ݔ‖ா ≤ ଶ
௥

ݔ ி for all‖(ݔ)ܶ‖ ∈  ܶ As ܶିଵ is obviously linear and by assumption .ܧ
is bijective, for any ݕ ∈ ݔ there is a unique ,ܨ ∈ such that, y ܧ = T(x) ⟺ ܶିଵ(ݕ) = x, then 
‖ܶିଵ(ݕ)‖ா ≤ ଶ

௥
ݕ ி for all‖ݕ‖ ∈ ultimately ܶିଵ ,ܨ ∈ ,ܧ)ܮ  .(ܨ

Corollary 17.7. If (ܧ, ‖ ‖ଵ) and (ܧ, ‖ ‖ଶ).are two Banach space and if, it exists ߙ > 0  
such that ‖ݔ‖ଶ ≤ ݔ ଵ for all‖ݔ‖ߙ ∈ ‖ Then .ܧ ‖ଵ and ‖ ‖ଶ are equivalent. 
Proof. Consider the identity map ݅݀ from ܧ = ,ܧ) ‖ ‖ଵ) into ܨ = ,ܧ) ‖ ‖ଶ). It is clear that 
݅݀ satisfies the conditions of the corollary 17.6. Then, ݅݀ିଵ ∈ ,ܨ)ܮ ߚ it exists ,(ܧ > 0  such 
that ‖ݔ‖ଵ ≤ ݔ ଶ for all‖ݔ‖ߚ ∈ so ଵ ,ܧ

ఈ
ଶ‖ݔ‖ ≤ ଵ‖ݔ‖ ≤ ݔ ଶ for all‖ݔ‖ߚ ∈ ‖ hence ,ܧ ‖ଵ and 

‖ ‖ଶ are equivalent. ݔ)}=்ܩ, (ݕ ∈ ܧ × ;ܨ ݕ  = :ܶ denotes the graph of the map ,{(ݔ)ܶ ܧ ⟶
 .ܨ
Theorem 17.6 (the closed graph theorem). Let ܨ ,ܧ are Banach spaces, and the ܶ: ܧ ⟶  a ܨ
linear map. Then, ܶ is continuous iffy the graph of ܶ is closed in the Banach ܧ ×  .ܨ
Proof. Let (ݔ, (ݕ ∈ ,௡ݔ) be, it exists (்ܩ)݈ܿ ,ݔ) which converges to ்ܩ ௡) inݕ (ݕ ∈ ܧ ×  as ,ܨ
௡ݔ ⟶ (௡ݔ)ܶ and ܶ is continuous ݔ = ௡ݕ ⟶ ௡ݕ but ,(ݔ)ܶ ⟶  ,ܨ and the limit is unique in ݕ
then ܶ(ݔ) = ,ݔ) hence ,ݕ (ݕ ∈ ‖ is closed. Conversely, define the two norms ்ܩ and ்ܩ ‖ଵ 
and ‖ ‖ଶ on ܧ by for all ݔ ∈ ଶ‖ݔ‖ ,ܧ = ଵ‖ݔ‖ ா and‖ݔ‖ = ଶ‖ݔ‖ +  ி. Show that‖(ݔ)ܶ‖
,ܧ) ,ܧ) be a Cauchy in {௡ݔ} ଵ) is a Banach. Let‖ݔ‖ ,ܧ) is a Cauchy in {௡ݔ} ଵ) then‖ݔ‖ ‖ ‖ா) 
and {ܶ(ݔ௡)} is a Cauchy in (ܨ, ‖ ‖ி), there is (ݔ, (ݕ ∈ ܧ × ,௡ݔ) such that ܨ ((௡ݔ)ܶ ⟶
,ݔ) ܧ is closed in the ்ܩ Because .(ݕ × ,ݔ) then ,ܨ (ݕ ∈ ்ܩ , hence ܶ(ݔ) = ௡ݔ‖ Since .ݕ −
 is a 1ݔ,ܧ hence ,1ݔ,ܧ in ݔ⟶݊ݔ ,∞+⟶݊ when ܨݔܶ−݊ݔܶ+2ݔ−݊ݔ=ܨݔ−݊ݔܶ+2ݔ−݊ݔ=1ݔ
Banach. In view of, (ܧ, ,ܧ) ଵ) and‖ݔ‖ ଶ‖ݔ‖ ଶ) are banach and‖ݔ‖ ≤ ݔ ଵ for all‖ݔ‖ ∈  By .ܧ
the corollary 17.7, it exists ߙ > 0 such that ‖ݔ‖ଵ ≤ ݔ ଶ for all‖ݔ‖ߙ ∈ ி‖(ݔ)ܶ‖ therefore ,ܧ ≤
ݔ ா for all‖ݔ‖ߙ ∈  .and ܶ is continuous ,ܧ
 
17.3-Weak topologie in the general case 
In this section, we are given a set ܧ, a collection of topological spaces (ܨఈ)ఈ∈∆ and a 
collection of maps (߮ఈ)ఈ∈∆ such that each ߮ఈ maps ܧ into ܨఈ . We wish to define a topology 
on ܧ that makes all the ߮ఈ’s continuous. And that this topology is the least fine, that is: with a 
minimum of open sets. Obviously, all the ߮ఈ

ିଵ(ܷఈ), where ܷఈ is an open set in ܨఈ should be 
open in ܧ. Then, finite intersections of those should also be open. And then any union of 
finite intersections should be open. By this process, we have created as few open sets as 
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required. Denote by ܧ)ߪ, (߮ఈ)ఈ∈∆) the collection of the sets of ܧ of the form 
⋃ ൫⋂ ߮ఈ

ିଵ(ܷఈ)௙௜௡௜௧௘ ൯௔௡௬ . Then, ܧ)ߪ, (߮ఈ)ఈ∈∆) is the desired topology. Indeed, it is clear that 
,ܧ)ߪ and any union belong to ܧ ,∅ (߮ఈ)ఈ∈∆). It remains to check that the finite intersection is 
in ܧ)ߪ, (߮ఈ)ఈ∈∆). Let ଵܱ and ܱଶ are in ܧ)ߪ, (߮ఈ)ఈ∈∆), there exist two finite families, ܫ in ∆ 
and ݆ in ∇ such that: ଵܱ = ⋃ (⋂ ߮ఈ

ିଵ(ܷఈ)ఈ∈ூ )ఈ∈∆  and ܱଶ = ⋃ ൫⋂ ߮ఉ
ିଵ൫ ఉܷ൯ఉ∈௃ ൯ఉ∈∇ , where ∆ 

and ∇ are a families of index, then ଵܱ ∩ ܱଶ=⋃ ൣ⋂ ߮ఈ
ିଵ(ܷఈ)⋂ ⋂ ߮ఉ

ିଵ൫ ఉܷ൯ఉ∈௃ఈ∈ூ ൧(ఈ,ఉ)∈∆×∇ =

⋃ ቂ⋂ ቀ߮ఈ
ିଵ(ܷఈ)⋂߮ఉ

ିଵ൫ ఉܷ൯ቁ(ఈ,ఉ)∈ூ×୎ ቃ(ఈ,ఉ)∈∆×∇ . Assuming that, the family {߮ఈ
ିଵ(ܷఈ), ߙ ∈ ∆} is 

closed under finite intersections, then it containing ߮ఈ
ିଵ(ܷఈ)⋂߮ఉ

ିଵ൫ ఉܷ൯ i.e. it exists ߛ ∈ ∆ 
such that ߮ఈ

ିଵ(ܷఈ)⋂߮ఉ
ିଵ൫ ఉܷ൯ = ߮ఊ

ିଵ൫ܷఊ൯ where, ܷఊ is an open in ܨఊ, so ଵܱ ∩ ܱଶ ∈
,ܧ)ߪ (߮ఈ)ఈ∈∆). By induction, ܧ)ߪ, (߮ఈ)ఈ∈∆) is closed under finite intersections. The topology 
,ܧ)ߪ (߮ఈ)ఈ∈∆) is called the weak topology on ܧ generated by the (߮ఈ)ఈ∈∆’s. By definition, 
the functions (߮ఈ)ఈ∈∆ are continuous for this topology, then the collection {߮ఈ

ିଵ(ܷఈ), ߙ ∈ ∆} 
is contained in ܧ)ߪ, (߮ఈ)ఈ∈∆). It is easy to check that, a basis of neighborhoods of ݔ ∈  for ,ܧ
the weak topology is given by the collection of sets of the form ⋂ ߮ఈ

ିଵ( ఈܰ)ఈ∈ூ , where ܫ is a 
finite subset of ∆ and ఈܰ ∈ ࣨ൫߮ఈ(ݔ)൯. 
Proposition 17.1. Let {ݔ௡} be a sequence in ܧ. Then, {ݔ௡} converges in the topology 
,ܧ)ߪ (߮ఈ)ఈ∈∆) to some ݔ ∈ ߙ∀ iffy ܧ ∈ ∆, lim௡⟶ஶ ߮ఈ(ݔ௡) = ߮ఈ(ݔ). 
Proof. As, ݔ௡ ⟶ ,ܧin ൫ ݔ ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯, and ∀ߙ ∈ ∆, ߮ఈ: ൫ܧ, ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯ ⟶  ఈ isܨ
continuous, then ∀ߙ ∈ ∆, lim௡⟶ஶ ߮ఈ(ݔ௡) = ߮ఈ(ݔ). Conversely, let ܰ = ⋂ ߮ఈ

ିଵ( ఈܰ) ∈ఈ∈ூ
 and ߙܰ∋ݔߙ߮ ,ܫ∋ߙ As, for all .ݔߙ߮ࣨ∋ߙܰ is a finite subset of ∆ and ܫ be, where ݔࣨ
lim௡⟶ஶ ߮ఈ(ݔ௡) = ߮ఈ(ݔ), it exists ݊ఈ ∈ ℕ, such that for all ݊ ∈ ℕ, ݊ > ݊ఈ implies ݔ௡ ∈
 for ݔ=݊ݔ∞⟶it follows that lim݊ ,ܰ∋݊ݔ ,݉<݊ and for all ,ߙ݊ܫ∋ߙso for ݉=max ,ߙ1ܰ−ߙ߮
,ܧ)ߪ (߮ఈ)ఈ∈∆). 
Proposition 17.2. Let (ܩ, ߬) be a topological space, then the map 
߰: ,ܩ) ߬) ⟶ ൫ܧ, ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯ is continuous iffy for all ߙ ∈ ∆, ߮ఈ ∘ ߰ is continuous. 
Proof. As ∀ߙ ∈ ∆, ߮ఈ: ൫ܧ, ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯ ⟶ :߰ ఈ is continuous andܨ ,ܩ) ߬) ⟶
൫ܧ, ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯, is continuous then, for all ߙ ∈ ∆, ߮ఈ ∘ ߰ is continuous (the composition 
of two continuous functions is a continuous function). Reciprocally, demonstrate that 
߰: ,ܩ) ߬) ⟶ ൫ܧ, ,ܧ)ߪ (߮ఈ)ఈ∈∆)൯ is continuous. Let ܰ = ⋂ ߮ఈ

ିଵ( ఈܰ) ∈ ఈ∈ூ(ݔ)ࣨ  be, where ܫ 
is a finite subset of ∆ and ఈܰ ∈ ࣨ൫߮ఈ(ݔ)൯, as ߰ିଵ(ܰ) = ⋂ ߰ିଵ൫߮ఈ

ିଵ( ఈܰ)൯ =ఈ∈ூ
  ,ܫ∋ߙ for all ,ݔࣨ∋ߙ1ܰ−߰∘ߙ߮ is continuous, then ߰∘ߙ߮ ,∆∋ߙ and as for all ߙ1ܰ−߰∘ߙ߮ܫ∋ߙ
therefore ߰ିଵ(ܰ) = ⋂ (߮ఈ ∘ ߰)ିଵ

ఈ∈ூ ( ఈܰ) ∈  .so ߰ is continuous ,(ݔ)ࣨ
 
17.4 The weak topology ࡱ)࣌,  ࡱ in the ℝ-nvs (∗ࡱ
     In the sequel, ܧ is a ℝ-nvs, ܧ∗ it’s dual, ൫߮௙൯

௙∈ா∗ is a collection of functions from ܧ into 
ℝ, defined by: ߮௙(ݔ) = 〈݂, ݔ ா∗,ா for all〈ݔ ∈ ݂ and all ܧ ∈  .∗ܧ
Definition 17.3. The weak topology in the ℝ-nvs ܧ, is the the topologie ߪ ቀܧ, ൫߮௙൯

௙∈ா∗ቁ i.e. 

the least fine topology, which makes all the functions ൫߮௙൯
௙∈ா∗ continuous. We will note it 

,ܧ)ߪ   .(∗ܧ
Proposition 17.2. The topological space ൫ܧ, ,ܧ)ߪ  .൯ is Hausdorff(∗ܧ
Proof. Let ݔ଴, ଴ݕ ∈ ଴ݔ be with ܧ ≠ ܣ ଴. Apply Hahn Banach's theorem 17.3, forݕ =  and {଴ݔ}
ܤ = ݂ it exists ,{଴ݕ} ∈ ܾ and ∗ܧ ∈ ℝ such that 〈݂, ଴〉ா∗,ாݔ < ܾ < 〈݂,  ଴ݔ ଴〉ா∗,ா. Becauseݕ
belongs to the weak open ௫ܱబ=൛ݔ ∈ ,ܧ 〈݂, ଴〉ா∗,ாݔ < ܾൟ = ߮௙

ିଵ(]−∞,  ଴ belongs to theݕ ,(]ܾ
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weak open ௬ܱబ=൛ݔ ∈ ,ܧ 〈݂, ଴〉ா∗,ாݕ > ܾൟ = ߮௙
ିଵ(]ܾ, +∞[) and ௫ܱబ ∩ ௬ܱబ = ∅, then 

൫ܧ, ,ܧ)ߪ  .൯ is Hausdorff(∗ܧ
Proposition 17.3. Let ൫ܧ, ,ܧ)ߪ ଴ݔ ൯ and(∗ܧ ∈  ܧ of ܤ are. The collection of the subsets ܧ
defined by: ݔ ∈ ߝ iffy, it exist ܤ > 0 and ݊ elements { ଵ݂, … , ௜݂ , … , ௡݂} of ܧ∗, such that 
ห〈 ௜݂ , ݔ − ଴〉ா∗,ாหݔ < ݅ for all ,ߝ ∈ {1, … , ݊}, is a basis of neighborhoods of ݔ଴. 
Proof. Let ܰ ∈ ܱ ଴, it exists a weak open setݔ be a weak neighborhoods of (଴ݔ)ࣨ =
⋂ ߮௙೔

ିଵ
௜∈{ଵ,…,௡} ( ௜ܷ), such that ݔ଴ ∈ ܱ ⊂ ܰ, where for all ݅ ∈ {1, … , ݊}, ௜݂ ∈  and ௜ܷ is an ∗ܧ

open in ℝ containing ܽ௜ = 〈 ௜݂ , ݅ ଴〉. Then, for allݔ ∈ {1, … , ݊}, it exists ߝ௜ > 0, such that 
]ܽ௜ − ௜ߝ , ܽ௜ + ]௜ߝ ⊂ ௜ܷ. Thus, ߮௙೔

ିଵ(]ܽ௜ − ௜ߝ , ܽ௜ + (]௜ߝ ⊂ ߮௙೔
ିଵ( ௜ܷ) for all ݅ ∈ {1, … , ݊}. 

Therefore for ߝ = min௜∈{ଵ,…,௡} ௜ߝ , 
଴ݔ ∈ ܤ = ⋂ ߮௙೔

ିଵ
௜∈{ଵ,…,௡} (]ܽ௜ − ,ߝ ܽ௜ + (]ߝ ⊂ ⋂ ߮௙೔

ିଵ
௜∈{ଵ,…,௡} ( ௜ܷ) = ܱ ⊂ ܰ. 

     In the following proposition, we will summarized some easy results comparing the weak 
topology and the norm (also called strong) topology on ܧ.  
Proposition 17 4. 
ܽ) Every weakly open (respectively closed) set is strongly open (respectively closed).  
ܾ). A sequence {ݔ௡} converges weakly to ݔ ∈ ݂ iffy for all ,ܧ ∈ ,݂〉 ,∗ܧ ௡〉ா∗,ாݔ ⟶ 〈݂,  .ா∗,ா〈ݔ
ܿ). A strongly converging sequence converges weakly. 
݀). If {ݔ௡} is a sequence in ܧ converging weakly to ݔ ∈  is bounded {௡ݔ} then the sequence ,ܧ
and ‖ݔ‖ா ≤ liminf௡⟶ஶ‖ݔ௡‖ா. 
݁). If {ݔ௡} is a sequence in ܧ converging weakly to ݔ ∈ } and ܧ ௡݂} is a sequence in ܧ∗ 
converging strongly to ݂ ∈ 〉 then ,∗ܧ ௡݂, ௡〉ா∗,ாݔ ⟶ 〈݂,  .ா∗,ா〈ݔ
Proof. ܽ) Because the elements of ܧ∗ are continuous for the strong topology and the weak 
topology is the weakest with this property, it is weaker than the strong topology. So every 
weakly open set is strongly open, and by taking complements, every weakly closed set is 
strongly closed. ܾ) It is just a restatement of the proposition 17.1, in the particular case of the 
weak topology on ܧ. ܿ) Suppose that the sequence {ݔ௡} converges strongly to ݔ ∈  Because .ܧ
for any ݂ ∈ ,݂〉ห ,∗ܧ ௡〉ா∗,ாݔ − 〈݂, ா∗,ாห〈ݔ = ห〈݂, ௡ݔ − ா∗,ாห〈ݔ ≤ ‖݂‖ா∗‖ݔ௡ −  ா, when‖ݔ
݊ ⟶ ∞ 〈݂, ௡〉ா∗,ாݔ ⟶ 〈݂, ா∗,ா〈ݔ . ݀) Because when ݊ ⟶ ௡ݔ ,∞ ⟶  weakly, for every ݔ
݂ ∈ ,݂〉 ∗ܧ ௡〉ா∗,ாݔ ⟶ 〈݂, ݂ ா∗,ா by ܾ). Then, for every〈ݔ ∈ ,݂〉 the sequence ∗ܧ  ௡〉ா∗,ா isݔ
bounded in ℝ, hence for every ݂ ∈  By the corollary .{௡ݔ}=is bounded in ℝ, here B (ܤ)݂ ,∗ܧ
17.6, the sequence ܤ =  ,௡‖ா exists. Asݔ‖is bounded, therefore liminf௡⟶ஶ {௡ݔ}
ห〈݂, ௡〉ா∗,ாหݔ ≤ ‖݂‖ா∗‖ݔ௡‖ா for all ݂ ∈ ݊ when ,∗ܧ ⟶ ∞, 
ห〈݂, ா∗,ாห〈ݔ ≤ ‖݂‖ா∗ liminf௡⟶ஶ‖ݔ௡‖ா for all ݂ ∈  using corollary 17.3, we have ,∗ܧ
,݂〉ா=sup௙∈஻෨ಶ∗(଴,ଵ)ห‖ݔ‖ ா∗,ாห〈ݔ ≤ ‖݂‖ா∗ liminf௡⟶ஶ‖ݔ௡‖ா . ݁) Since, 0 ≤ ห〈 ௡݂, ௡〉ா∗,ாݔ −
 ;0⟶∗ܧ݂−݂݊ ;ܧ,∗ܧݔ−݊ݔ,݂+ܧ݊ݔ∗ܧ݂−݂݊≥ܧ,∗ܧݔ−݊ݔ,݂+ܧ,∗ܧ݊ݔ,݂−݂݊=ܧ,∗ܧݔ,݂
ห〈݂, ௡ݔ − ா∗,ாห〈ݔ ⟶ 0 when ݊ ⟶ ∞ and, the sequence {ݔ௡} is bounded, when ݊ ⟶ ∞, 
ห〈 ௡݂, ௡〉ா∗,ாݔ − 〈݂, ா∗,ாห〈ݔ ⟶ 0 and 〈 ௡݂, ௡〉ா∗,ாݔ ⟶ 〈݂, ா∗,ா〈ݔ . 
Proposition 17.5. In the case when, the ℝ-nvs ܧ is finite dimensional, both weak and strong 
topologies on ܧ coincide. 
Proof. We have seen in proposition 17.4 ܽ) that in the infinite dimension, the weak topology 
is contained in the strong topology. Conversely assume that ݀݅݉ܧ = ݊. Let ܱ be any strong 
open set in ܧ, since all the norms defined on ܧ are equivalent by proposition 16.7, for any 
x∈ ܱ, it exists ߝ > 0 such that ܤஶ(ݔ, (ߝ = ݕ} ∈ ,ܧ ݔ‖ − ஶ‖ݕ < {ߝ ⊂ ܱ. If we show that 
,ݔ)ஶܤ ,is weakly open, then ܱ is weakly open. Let {݁ଵ (ߝ … , ݁௜ , … , ݁௡} be a basis of ܧ, for any 
ݔ ∈ ,ଵݔ} there are ݊-components ܧ … , ௜ݔ , … , ݔ ,௡} in ℝ such thatݔ = ∑ ௜ݔ

௡
ଵ ݁௜. Obviously, the 

functions { ଵ݂, … , ௜݂ , … , ௡݂} defined by: for any ݅ ∈ {1, … , ݊} and for any ݔ ∈ 〉 ,ܧ ௜݂ , ா∗,ா〈ݔ =  ௜ݔ
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are in ܧ∗. As, for all ݕ ∈ ,ݔ)ஶܤ ݕ ,(ߝ ∈ ݔ‖ and ܧ − ஶ‖ݕ = max௜∈{ଵ,…,௡}|ݔ௜ − |௜ݕ <  where ߝ
,ଵݕ} … , ௜ݕ , … , ௜ݔ| ,Hence .ݕ ௡} are the components ofݕ − |௜ݕ = ห〈 ௜݂ , ா∗,ா〈ݔ − 〈 ௜݂ , ா∗,ாห〈ݕ =
ห〈 ௜݂ , ݔ − ா∗,ாห〈ݕ < ݅ for all ,ߝ  ∈ {1, … , ݊}. Conclusion, ܤஶ(ݔ, (ߝ = ቄݕ ∈ ,ܧ ห〈 ௜݂ , ݔ − ா∗,ாห〈ݕ <

,ߝ   for all ݅ ∈ {1, … , ݊}ቅ, then it is weakly open, therefore ܱ is weakly open. 
Corollary 17.8. The nonempty strongly closed convex subset ܥ of the ℝ-nvs ܧ is weakly 
closed. 
Proof. As ܥ is strongly closed, his complementary ܥ஼ is stongly open. Let ܣ =  and ܥ
ܤ = ଴ݔ are, where {଴ݔ} ∈ ஼ܥ , by Hahn Banach’s theorem 17.3, there are a nonzero ݂ ∈  ∗ܧ
and ܾ ∈ ℝ such that, 〈݂, ଴〉ா∗,ாݔ < ܾ < 〈݂, ݕ ா∗,ா for all〈ݕ ∈  It is clear that, the weak .ܥ
neighborhood ܸ = ൛ݔ ∈ ,ܧ ห〈݂, ଴〉ா∗,ாหݔ < ܾൟ = ݂ିଵ(]−ܾ, ܾ[) contains ݔ଴ and ܸ ∩ ܥ = ∅, 
therefore ܸ ⊂  .is weakly closed ܥ ஼ is weakly open equivalentlyܥ ஼, thusܥ
Remark 17.2. The reverse of ܽ) in the proposition 17.4 is not true. For example: 
ܽ) The strong closed unit ball ܤത(0,1)={ݔ ∈ ,ܧ ா‖ݔ‖ ≤ 1} is exactly the weak closure of the 
strongly closed unit sphere ܵ={ݔ ∈ ,ܧ ா‖ݔ‖ = 1}. Indeed, by corollary 17.8, ܤത(0,1) is weakly 
closed, as ܵ ⊂   .ത(0,1)ܤ ത(0,1), then the weak closure of ܵ is contained inܤ
It remains to show that, ܤത(0,1) is contained in the weak closure of ܵ. Let ݔ଴ be any element 
of ܤത(0,1) and let ܸ be any weak neighborhood of ݔ଴, there are ߝ > 0 and ݊-functions 

ଵ݂, … , ௜݂ , … , ௡݂ in ܧ∗ such that ܸ = ൛ݔ ∈ ,ܧ ห〈 ௜݂ , ݔ − ଴〉ா∗,ாหݔ < ݅ ൟ for allߝ ∈ {1, … , ݊}. The 
function Φ: ܧ ⟶ ℝ௡ defined by: for all ݕ ∈  ,ܧ
Φ(ݕ) = ൛ 〈 ଵ݂, ா∗,ா〈ݕ , … , 〈 ௜݂ , ா∗,ா〈ݕ , … , 〈 ௡݂, ா∗,ாൟ is clearly linear and Ker〈ݕ ௜݂ = ൛ݕ ∈
 for 0=ܧ,∗ܧ0ݕ,݂݅ and 0≠0ݕ such that ܧ∋0ݕ so KerΦ=1nKer݂݅. As, it exists 0=ܧ,∗ܧݕ,݂݅ ,ܧ
all ݅ ∈ {1, … , ݊}. If not the function Φ: E ⟶  Φ(E) is bijective and bicontinuous. So, Φ is a 
homeomorphism, thus dimܧ = dimImΦ ≤ n, contradiction. Because, for all ߣ ∈ ℝ and for all 
݅ ∈ {1, … , ݊}, ห〈 ௜݂ , ଴ݔ + ଴ݕߣ − ଴〉ா∗,ாหݔ = 〉ห|ߣ| ௜݂ , ଴〉ா∗,ாหݕ = 0 < ଴ݔ then ,ߝ + ଴ݕߣ ∈ ܸ for all 
ߣ ∈ ℝ (in infinite dimension, any weak neighborhood of ݔ଴ contains the line passing through 
:݃ ଴). It is obvious the the functionݔ ℝା ⟶ ℝା define by: g(ߣ) = ଴ݔ‖ + ߣ ଴‖ா for allݕߣ ∈ ℝ 
satisfies g(0) < 1 and g(ߣ) ⟶ +∞ when g(ߣ) ⟶ +∞, therefore it exists ߣ଴ > 0 such that 
g(ߣ଴) = 1, hence ݔ଴ + ଴ݕ଴ߣ ∈ ܸ ∩ ܵ. Finally ݔ଴ is contained in the weak closure of ܵ. 

ܾ) We can also check that, the weak ݅݊ݐ൫(0,1)ܤ൯=∅. Indeed, if it exists ݔ଴ in the weak 
ܸ ଴, such thatݔ ൯, it exists a weak neighborhood ܸ of(0,1)ܤ൫ݐ݊݅ ⊂  As in ܽ) there is a .(0,1)ܤ
nonzero ݕ଴ ∈KerΦ and ߣ଴ > 0 such that, ‖ݔ଴ + ଴‖ாݕߣ = 1 and ݔ଴ + ଴ݕ଴ߣ ∈ ܸ ⊂  ,(0,1)ܤ
contradiction. 
Theorem 17.7. If ܧ and ܨ are two Banach spaces, and ܶ: ܧ ⟶  is a linear map. Then ܶ is ܨ
strongly continuous iffy ܶ is weakly continuous. 
Proof. Assume that, T is strongly- strongly continuous linear map. Let g ∈ F∗ be, as the 
function ݂ = ݃ ∘ ܶ ∈  it is weak-weak continous, then ܶ is weakly continuous by the ∗ܧ 
proposition 17.2. If now the map ܶ is weakly-weakly continuous and linear, by the closed 
graph theorem 17.6, the graph ܩ(ܶ) of ܶ is weakly closed in ܧ ×  is (ܶ)ܩ and a fortiori ܨ
strongly closed, so ܶ is strong-strong continuous. 
Remark 17.3.  
     ܽ) By the same argument used in the proof of theorem 17.7, we prove that if ܶ is linear 
and strong-weak continues it is strong-strong continuous. 
     ܾ) The linearity of T in theorem 17.7 plays an essential role in both sens. Without 
linearity, the theorem fails. 
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17.5 The weak∗ topology ࡱ)࣌∗,  ∗ࡱ in the ℝ-nvs (ࡱ
     In the ℝ-nvs ܧ∗ two topologies are defined: the strong topology ߬‖.‖ಶ∗  and the weak 
topology ܧ)ߪ∗,  be ∗∗ܧ as follows. Let ∗ܧ In this section we will define a third topology on .(ܧ
the dual of ܧ∗, also called the bidual of ℝ-nvs ܧ. The norm of any element ߦ ∈  is defined ∗∗ܧ
by: ‖ߦ‖ா∗∗ = sup൛௙∈ா∗,‖௙‖ಶ∗ஸଵ ൟห〈ߦ, ݂〉ா∗∗,ா∗ห, where 〈ߦ, ݂〉ா∗∗,ா∗ = ݂ for ߬‖.‖ಶ∗all ,(݂)ߦ ∈  .∗ܧ
Note that the canonical injection ܧ :ߨ ⟶ ,(ݔ)ߨ〉 :defined by ∗∗ܧ ݂〉ா∗∗,ா∗ = 〈݂,  ா∗,ா for all〈ݔ
ݔ ∈ ݂ and all ܧ ∈  Indeed, it is .∗∗ܧ into ܧ is continuous linear isometric and injective from ∗ܧ
clearly continuous linear and for all ݔ ∈ ∗∗ா‖(ݔ)ߨ‖ ,ܧ = sup൛௙∈ா∗,‖௙‖ಶ∗ஸଵ ൟห〈(ݔ)ߨ, ݂〉ா∗∗,ா∗ห =
sup൛௙∈ா∗,‖௙‖ಶ∗ஸଵ ൟห〈݂, ா∗,ாห〈ݔ =  is isometric, thus it is ߨ ா by the corollary 17.3, then‖ݔ‖
injective. Therefore ߨ is bijective between ܧ and (ܧ)ߨ, which allows us to identify ܧ and 
(ܧ)ߨ ⊂ (ܧ)ߨ In the case when .∗∗ܧ as a subset of ܧ and consider ,∗∗ܧ = ܧ then , ∗∗ܧ =  ∗∗ܧ
and ܧ is said to be reflexive. Consider the collection of the functions (߮௫)௫∈ா defined from 
(݂)into ℝ by: ߮௫ ∗ܧ = 〈݂, ݔ ா∗,ா for all〈ݔ ∈ ݂ and all ܧ ∈ ݔ Note that for a fixed .∗ܧ ∈  the ,ܧ
߮௫ satisfies the same properties of ߨ. 
Definition 17.4. The weak∗ topology in the ℝ-nvs ܧ∗ is the topology ܧ)ߪ∗, (߮௫)௫∈ா), which 
will be noted by ܧ)ߪ∗,  .(ܧ
Remark 17.4.  
ܽ) As, ܧ ⊂ ,∗ܧ)ߪ then ,∗∗ܧ (ܧ ⊂ ,∗ܧ)ߪ (∗∗ܧ ⊂ ߬‖.‖ಶ∗  i.e. in ܧ∗, the weak∗ topology ܧ)ߪ∗,  (ܧ
is weaker than the weak topology ܧ)ߪ∗, ∗which is weaker than the strong topology ߬‖.‖ಶ ,(∗∗ܧ . 
Therefore, the weak∗ topology ܧ)ߪ∗, ,∗ܧ)ߪ offers more compacts than (ܧ  If a topology .(∗∗ܧ
has fewer open sets, it has more compact sets. However, compact sets play a fundamental role 
when we seek to establish existence theorems. Hence the importance of introducing the 
weak∗ topology ܧ)ߪ∗,  .(ܧ
ܾ) In the finite dimensional all the topologies are identical. Since in this case 
dim ܧ =dimܧ∗ =dimܧ∗∗, therefore the canonical injection ߨ: ܧ ⟶  is surjective, so∗∗ܧ
ܧ = ,∗ܧ)ߪ and ∗∗ܧ (∗∗ܧ = ,∗ܧ)ߪ   .(ܧ
ܿ) Given the two families {ݔ௡, } and ܧ in {ݔ ௡݂, ݂} in ܧ∗. We often use: 
௡ݔ      ⟶ ௡ݔ‖ .i.e ݔ converges strongly to {௡ݔ} to express that the sequence ݔ − ா‖ݔ ⟶ 0. 
௡ݔ      ⇀  .ݔ converges weakly to {௡ݔ} to express that the sequence ݔ
     ௡݂ ⟶ ݂ to express that the sequence { ௡݂} converges strongly to ݂ i.e. ‖ ௡݂ − ݂‖ா∗ ⟶ 0. 
     ௡݂ ⇀ ݂ to express that the sequence { ௡݂} converges weakly to ݂. 
     ௡݂ ⇀∗ ݂ to express that the sequence { ௡݂} converges weakly∗ to ݂. 
The propositions 17.6-17.8 below, whose verification is simple, summarize the usual 
properties of the weak∗ topology. 
Proposition 17.6. Let ൫ܧ∗, ,∗ܧ)ߪ ൯ and ଴݂(ܧ ∈  ∗ܧ of ܤ are. The collection of the subsets ∗ܧ
defined by: ݂ ∈ ߝ iffy, it exist ܤ > 0 and ݊ elements {ݔଵ, … , ௜ݔ , … ,  such that ,ܧ ௡} ofݔ
ห〈݂ − ଴݂, ௜〉ா∗,ாหݔ < ݅ for all ,ߝ ∈ {1, … , ݊}, is a basis of neighborhoods of ଴݂. 
Proposition 17.7. The topological space ൫ܧ∗, ,∗ܧ)ߪ   .൯ is Hausdorff(ܧ
Proof: Let ݂ and ݃ are distinct elements of ܧ∗. Thus, there exists ݔ଴ ∈  such that ܧ
〈݂, ଴〉ா∗,ாݔ ≠ 〈݃, ,݂〉 ,଴〉ா∗,ா. Assuming for example thatݔ ଴〉ா∗,ாݔ < 〈݃,  ଴〉ா∗,ா., we can find aݔ
real number ܾ such that ߮௫బ

(݂) = 〈݂, ଴〉ா∗,ாݔ < ܾ < 〈݃, ଴〉ா∗,ாݔ = ߮௫బ
(݂). Therefore ݂ ∈

௙ܸ = φ௫బ
ିଵ(]−∞, b[) and ݃ ∈ ௚ܸ = φ௫బ

ିଵ(]b, +∞[). Those are two disjoint weak∗ open sets that 
separate ݂ and ݃. 
Proposition 17.8. In ܧ∗, we have: 
ܽ). A sequence { ௡݂} converges weakly∗ to ݂ ∈ ݔ iffy for all ,∗ܧ ∈ 〉  ,ܧ ௡݂, ா∗,ா〈ݔ ⟶ 〈݂,  .ா∗,ா〈ݔ
ܾ) A stronly converging sequence converges weakly. 
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ܿ). A weakly converging sequence converges weakly∗. 
݀). If { ௡݂} is a sequence in ܧ∗ converging weakly∗ to ݂ ∈ } then the sequence ,∗ܧ ௡݂} is 
bounded and ‖݂‖ா∗ ≤ liminf௡⟶ஶ‖ ௡݂‖ா∗. 
݁). If { ௡݂} is a sequence in ܧ∗ converging weakly∗ to ݂ ∈  ܧ is a sequence in {௡ݔ} and ܧ
converging strongly to ݔ ∈ 〉 then ,ܧ ௡݂, ௡〉ா∗,ாݔ ⟶ 〈݂,  .ா∗,ா〈ݔ
 

This first version is to be completed soon 
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