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Abstract

The primary goal of this work is to present the various concepts of the Fredholm theory

and their perturbations in Banach spaces, as well as definitions of the essential spectrum

found in the mathematical literature, beginning with Weyl’s fundamental work. This the-

ory has been investigated in relation to various classes of bounded operators defined by

kernels and closed ranges. In order to construct these studies, we touched on a number of

concepts and theories related to the algebraic properties of the kernel and range, and we had

to present the majority of the concepts related to operators with closed range. All of this is

covered in greater depth in the monograph work mentioned in the introduction. And we

didn’t forget to supplement the studies with some useful examples to help you understand

more.

Résumé

L’objectif principal de ce travail est de présenter les différents concepts de la théorie

de Fredholm et leurs perturbations dans les espaces de Banach, ainsi que les définitions

du spectre essentiel trouvées dans la littérature mathématique, en commençant par les

travaux fondamentaux de Weyl. Cette théorie a été étudiée en relation avec diverses classes

d’opérateurs bornés définis par des noyaux et des images fermées.

Afin de construire ces études, nous avons abordé un certain nombre de concepts et de

théories liés aux propriétés algébriques du noyau et du domaine, et nous avons dû présenter

la majorité des concepts liés aux opérateurs à domaine fermé. Tout cela est traité plus en

profondeur dans l’ouvrage monographique mentionné en introduction. Nous n’avons pas

oublié de compléter les études avec quelques exemples utiles pour vous aider à mieux com-

prendre.
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INTRODUCTION

The purpose of this work is to introduce the Fredholm theory of bounded linear oper-

ators defined on Banach spaces. The main points of interest are Fredholm operators and

semi-Fredholm operators, but we also look at some of their generalizations recently investi-

gated.

The purpose of this thesis is to present a survey of results pertaining to various types of

Fredholm theory that can be found in the form of research papers scattered throughout the

literature.

To accomplish this goal, we tackled the following tasks: Kato and Kato type operators

are essentially described by their properties and relationships to other known classes of

operators. In addition, a definition of the generalised Kato decomposition for bounded

operators on Banach spaces is introduced. This decomposition property results from the

classical treatment of perturbation theory of Kato [36] has greatly benefited from the work

of many authors in the last ten years, particularly Mbekhta [37], [38] and Muller [39].

The operators that satisfy this property belong to a class that includes semi-Fredholm

operators. Definitions of essential spectra: Fredholm, Weyl, and Browder, as well as B-

Fredholm and quasi-Fredholm classes, are provided, as are many other concepts that will

be addressed in the monograph of this work. This monograph’s architecture will be dis-

cussed in greater depth. This work is divided into three chapters: The first chapter The

theory has been examined in connection with various classes of linear (resp: bounded) op-

erators defined by means of kernels and ranges, that is why we presented the first chapter

in the name of Kernel and Range generalisation , in which we introduce the various re-

lationships between the kernel and the range, which led us to define important invariant

subspaces called hyper-kernel and hyper-range, denoted by N pTq8 and R8pTq respec-

tively. The beginning of this chapter contains also an important proprieties of some classical

algebraic quantities associated with an operator, such as the ascent, the descent , the nul-
lity , and deficiency of an operator. These quantities are the basic bricks in the construction

of the most important classes of linear operators.
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The second chapter: The theory has been also examined in connection with various

classes of bounded operators defined with closed ranges in Banach spaces. Therefore as

a second chapter, we presented operators with closed range and decomposition. There-

fore , we discussed theories about operators that have the same properties, and they were

mentioned above (Kato, essentially Kato and Kato type operators). In addition to the min-
imum modulus theories that serve this. we also dealt with a light study on the bounded
below operators . But the most important and important work was about compact opera-
tors and Riesz-schauder theory,because it is considered a watershed step for the study of

the classical Fredholm theory deals with the solution of an equation of the type

xpsq “ ypsq`λ
ż b

a
kps, tq xptqdt paď s ď bq,

where k is given continuous scalar function of two real variables with domain ra,bs ˆ

ra,bs, y is a given continuous scalar function of a single real variable with domain [a,b],

λ is a scalar, and the continuous x scalar function of a single real variable with domain

ra,bs is to be determined ( in much of the literature the scalars are taken to be real, but the

extension to complex scalars is straightforward). Such an equation is known as a Fredholm
integral equation . we call the function k the Fredholm-kernel of the equation ( and of

the associated integral operator K given by the equation

Kpsq “
ż b

a
kps, tq xptqdt paď s ď bq,

for every continuous scalar function x with domain [a,b].

We also introduced a new concept in the decomposition of operators called Kato de-
composition, which allowed us to provide a short overview about a invariant subspaces (

analytic cor and quasi-nilpotant part, these concepts have been studied by [??] ,[??] and

[??]. At the end of this chapter, we presented general concepts about closed operators in

order to generalize the concepts of Fredholm theory later.

The third chapter: The third chapter, called Fredholm theory, is the core of this work ,

its concepts based precisely on the concepts of the previous tow chapters. We give a survey

of results concerning various types of Fredholm, semi-Fredholm, Weyl, Browder, quasi-
Fredholm and B-Fredholm operators etc. A section of this chapter is also devoted to study

some perturbation ideals which accur in Fredholm theory . In particular we study the

class of compact perturbations, and some relationships between these classes and Calkin
algebra. In the last chapter, we provided an overview of the concepts of the essential spec-
tra,because the theory of the essential spectra of linear operators in Banach space is a mod-

ern section of spectral analysis widely used in the mathematical and physical sense when

when resolving a number of applications that can be formulated in terms of linear operators.

Within the spectral theory lie a vast number of essential spectra defined for an individual

2



3

operators, that have been introduced and investigated extensively.
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CHAPTER 1

KERNEL AND RANGE GENERALISATION

In this chapter we recall the basic algebraic properties kernel and range of a linear op-

erator in a vector spaces. Let us start by setting the stage, introducing the basic notions

necessary to study linear operators. Through this monograph, an operator means a linear

transformation defined on vector space. Although many of the results in these monograph

are valid for real vector spaces. we always assume that all vector spaces are complex infinite-

dimensional vector spaces. It can be said that these notions can also be generalized to the

complex infinite-dimensional Banach space.First we study the most important properties of

the kernel and rang of the power Tn . Next that we present classical quantities associated

with an operator. These quantities, such as the ascent, descent, the nullity and the deficiency

of an operator are defined in the first and second section .

1.1 Algebraic properties of kernel and range

Let X and Y be two vector spaces over the real or complex numbers (over filed

K “ tR,Cu ) and LpX ,Yq the set of linear operators from X into Y , if X “ Y we

put LpX q “ LpX ,X q . For T P LpX ,Yq we denote by DpTq Ď X its domain, KerT “ tx P
DpTq, Tx “ 0u its kernel and RpTq “ tTx, x P DpTqu its range. By induction we define

the iterates T2, T2 ¨ ¨ ¨ . For ně 1, Tn is the linear operator with domain

DpTnq “
!

x PDpTq : Tkx PDpTq, k “ 1, ¨ ¨ ¨ ,n´ 1
)

,

and such that for each x in DpTnq

Tnx “ TpTn´1xq.

4



1.1. ALGEBRAIC PROPERTIES OF KERNEL AND RANGE 5

Also we define T0 “ I is the identity operator from X into X , then we have DpT0q “ X
KerT0 “ t0u , and RpT0q “ X . If ně 1:

KerTn “
!

x PDpTnq, Tnx “ 0
)

,

and

RpTnq “
!

Tnx, x PDpTnq
)

;

If n“ 0:

T0
“ I , DpT0

q “ X , KerT0
“ t0u, and RpT0

q “ X .

Let n and m be non-negative integers. Then x P DpTn`mq if and only if Tn P DpTmq,
and in this case

TmpTnq “ Tn`mx.

1.1.1 The subspaces KerTn and RpTnq

We will see that the kernels and the ranges of the iterates of a linear operator T, defined

on a vector space X , form two increasing and decreasing chains, respectively. In this section

we shall consider operators for which one, or both, of these chains becomes constant at some

n PN.

The kernels and the ranges of the power Tn of a linear operator T on a vector space X
form the following two sequences of subspaces:

KerT0
“ t0u Ď KerTĎ KerT2

Ď ¨ ¨ ¨

and

RpT0
q “ X ĚRpTq ĚRpT2

q Ě ¨ ¨ ¨.

Generally all these inclusions are strict. For every n PN0 . Thus tKerTnu and tRpTqu
are non-decreasing and non-increasing (in the inclusion ordering) sequences of subsets of

X , respectively.

Lemma 1.1. : KerTn and RpTnq are T-invariant subspaces of X for each n PN.

§Proof:
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The kernel space of Tn is a T-invariant subspace of X , that is, TpKerTnq Ď KerTn for

every positive integer n. Indeed, if x P KerTn, then Tnx “ 0 and therefore, TnpTxq “
TpTnxq “ 0, i.e. Tx P KerTn.

RpTnq The rang space of Tn is a T-invariant subspace of X , that

TpRpTnqq “RpTn`1
q ĎRpTnq.

�

The following proposition shows the stability of kernel and range.

Proposition 1.1. : Let p be an arbitrary integer in N0.

1. If KerTp`1 “ KerTp , then KerTn`1 “ KerTn, for every ně p ;

2. If RpTp`1q “RpTpq , then RpTn`1q “RpTnq, for every ně p.

§Proof:
(1). Rewrite the statements in (1) as follows.

KerTp`1
“ KerTp ùñ KerTp`k`1

“ KerTp`k f or every k ě 0.

The claimed result holds trivially for k “ 0. Suppose it holds for some k ě 0. Take an arbi-

trary x P KerTp`k`2 so that Tp`k`1pTxq “ Tp`k`2x “ 0. Thus Tx P KerTp`k`1 “ KerTp`k

and so Tp`k`1x “ Tp`kpTxq “ 0, which implies x P KerTp`k`1. Hence KerTp`k`2 Ď

KerTp`k`1. However, KerTp`k`1 Ď KerTp`k`2 since tKerTnu is nondecreasing, and there-

fore KerTp`k`2 “ KerTp`k`1. Then the claimed result holds for k` 1 whenever it holds for

k, which completes the proof of (1) by induction.

(2). Rewrite the statements in (2) as follows.

RpTp`1
q “RpTpq ùñRpTp`k`1

q “RpTp`kq f or every k ě 1.

The claimed result holds trivially for k “ 0. Suppose it holds for some integer k ě 0. Take

an arbitrary y P RpTp`k`1q so that y “ Tp`k`1x “ TpTp`kxq for some x P E, and hence

y “ Tu for some u P RpTp`kq. If RpTp`kq “ RpTp`k`1q, then u P RpTp`k`1q, and so y “

TpTp`k`1vq for some v P E. Thus y PRpTp`k`2q. Therefore RpTp`k`1q ĎRpTp`k`2q. Since

the sequence tRpTqu is nonincreasing we get RpTp`k`2q ĎRpTp`k`1q. HenceRpTp`k`2q “

RpTp`k`1q. Thus the claimed result holds for k`1 whenever it holds for k, which completes

the proof of (2) by induction.

�
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The next results exhibit some useful connections between the kernels and the ranges of

the iterates Tn of an operator T on a vector space X .

Corollary 1.1. : For every T P LpX q, on a vector space X . then

1. If KerT“ t0u then KerTn “ t0u , for all ně 0;

2. If RpTq “ X then RpTnq “ X , for all ně 0.

Remark 1.1. : We can observe that, if T is injective ( resp: surjective) then Tn is also injective (
resp: surjective). As a result if T is bijective , then Tn is also bijective.

Lemma 1.2. ([4], Lemma 1.4 ): For every T P LpX q on a vector space X we have .

TmpKerTn`mq “RpTmqXKerTn for all m,n PN.

§Proof:
If we take x P KerTn`m then we have Tmx PRpTmq and TnpTmxq “ 0, so that TmpKerTn`mq Ď

RpTmqXKerTn.

Cnversely, if y P RpTmq X KerTn ,then y “ Tmx and x P KerTn`m ,so the opposite

inclusion is verified.

�

Theorem 1.1. ([4], Theorem 1.5): Let X be a vector space and T P LpX q , the following
statements are equivalent

1. KerTĎRpTmq for each m PN;

2. KerTn ĎRpTq for each n PN;

3. KerTn ĂRpTmq for each pn,mq PN2;

4. KerTn “ TmpKerTn`mq for each pn,mq PN2.

§Proof:
4ñ 3 : If we apply Lemma 1.2 m we obtain that for each n PN

KerTn “ TmpKerTn`mq “RpTmqXKerTn ĎRpTmq.

3ñ 2 : We have RpTmq ĎRpTq, so we obtain that KerTn ĎRpTq for each n PN.
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2 ñ 1 : If we apply the inclusion (2) to the operator Tm we obtain KerpTmqn Ď RpTmq
and hence KerTĎRpTmq, since KerTĎ KerTmn .

1ñ 4 : If we apply the inclusion (1) to the operator Tn we obtain

KerpTnq ĎRppTnqmq ĎRpTnq.

By Lemma1.2 we then have

TmpKerTn`mq “RpTmqXKerTn “ KerTn,

so the proof is complete.

�

Lemma 1.3. : Let X be a vector space and T P LpX q, for all n PN and if KerT ĎRpTnq Then
there exist m PN such that :

KerTXRpTmq “ KerTXRpTm`kq, f or all k PN. (1.1)

§Proof:
Obviously, if KerTĎRpTnq for all n PN, then

KerTXRpTnq “ KerTXRpTn`kq “ KerT,

for all integers k ě 0.

�

Remark 1.2. : If one of the Theorem 1.1 statements is valid , then (1.1) remains true.

Definition 1.1. : Let X be a vector space and T P LpX q.Then

the hyper-rang of T is the subspace

R8pTq “
č

nPN

RpTnq.

The hyper-kernel of T is the subspace

N8
pTq “

ď

nPN

KerTn.
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Corollary 1.2. : R8pTq and N8pTq are T-invariant subspaces of X (i.e: TpR8pTqq Ď R8pTq
and TpN8pTqq ĎN8pTq), but generally are not closed.

§Proof:
The prove follows immediately from Definition1.1 and Lemma1.1.

�

Lemma 1.4. : Let T P LpX q. If there exist m PN such that (1.1) holds , then

KerTnXRpTmq ĎR8pTq, f or all ně 1. (1.2)

§Proof:
To prove (1.2), we proceed by indication , the hypotheses implies that

KerTnXRpTmq ĎRpTm`kq, f or all k.

On other hand KerTn XRpTmq Ď Xmi“0RpT
iq . hence KerTn XRpTmq Ď X8i“0RpT

iq , this

proved the case n=1 . Now assume that the equality (1.2) is vitrified for n. Let x P KerTn`1X

RpTmq and k ěm then

x P KerTn`1XRpTmq ñ x P KerTn`1 and x PRpTmq
ñ Tx P KerTn and Tmy “ x, y P X
ñ Tx P KerTn and Tm`1y “ Tx, y P X
ñ Tx P KerTnXRpTmq.

And by the hypotheses of induction we have KerTnXRpTmq ĎRpTm`kq, hence Tx “ Tk`1y,

y P X and x´ Tky P KerT, so x “ Tky ` u, u P KerT, since k ě m then u P RpTmq, so

x PRpTkq` pRpTmqXKerTq ĂRpTkq. Hence KerTn`1XRpTmq ĂRpTkq, for all k ěm. This

proves (1.2).

�

Proposition 1.2. : Let T P LpX q, X be a vector space and k is a fixed negative integer, then
The sequence of subspaces

 

RpTnqXKerT
(

is constant for ně k, if and only if RpTkqXKerT“
R8pTqXKerT.

§Proof:
It is clear that if RpTkq XKerT “ R8pTq XKerT then The sequence

 

RpTnq XKerT
(

is

constant for ně k .

Conversely, if The sequence of subspaces
 

RpTnq X KerT
(

is constant for n ě k, then

RpTnq Ě RpTkq XKerT for all n ě k, so that RpT8q Ě RpTkq XKerT, which clearly implies

that RpTkqXKerT“R8pTqXKerT.



1.1. ALGEBRAIC PROPERTIES OF KERNEL AND RANGE 10

�

Proposition 1.3. : Let T P LpX q, X be a vector space and k is a fixed negative integer, then The
sequence

 

RpTnq`KerT
(

is constant for ně k, if and only if RpTkq`KerT“R8pTq`KerT.

§Proof:
It is clear that if RpTkq `KerT “ R8pTq `KerT. then The sequence

 

RpTnq `KerT
(

is

constant for ně k .

Conversely, if sequence
 

RpTnq`KerT
(

is constant for ně k, thenRpT nq ĚRpTkq`KerT
for all n ě k, so that RpT8q Ě RpTkq ` KerT, which clearly implies that RpTkq ` KerT “
R8pTq`KerT.

�

Remark 1.3. : The statements of Proposition1.2 and Proposition1.3 are equivalent.

Corollary 1.3. ([4], Corollary 1.6): Let X be a vector space and T P LpX q. Then the statements
of Theorem1.1 are equivalent to each of the following inclusions:

1. KerTĎR8pTq ;

2. N8pTq ĎRpTq ;

3. N8pTq ĎR8pTq.

Remark 1.4. : We can observe that if one of the Corollary1.3 statements is valid, then (1.1)
remains valid.

Proposition 1.4. : Let T P LpX q. If there exist m PN such that (1.1) holds , then

TpR8pTqq “R8pTq.

§Proof:
The fact that R8pTq is invariant by T (see Corollary1.2), then the proof is done if we

show that R8pTq Ď TpR8pTqq. Let y PR8pTq then y PRpTnq, for every n PN, so there

exists xk P X such that y “ Tm`kxk for every k PN. If we set

zk “ Tmx1´Tm`k´1x, k PN.
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Then zk PRpTmq and since Tzk “ Tm`1x1´Tm`kx “ y ´ y “ 0, we also have zk P KerT,

thus zk P RpTmq XKerT and since RpTm`kq XKerT Ď RpTm`k´1q XKerT we deduce that

zk PRpTm`k´1q. This implies that

y “ Tmx1 “ zk `Tm`k´1xk PRpTm`k´1
q, f or all k PN

and therefore y P R8pTq, we may conclude that R8pTq Ď TpR8pTqq, then R8pTq “
TpR8pTqq.

�

The notion of hyper-rang and hyper-kernel holds for every bounded operator of a normed

space (resp: Banach space) into itself . So when X is a normed space and T is bounded

linear operator, then the subspaces KerTn are closed , but there is nothing to suggest that

either N8pTq or R8pTq should be closed .

Theorem 1.2. : if X is a normed space, and T is bounded linear operator . Then

T´1
pN8

pTqq ĎN8
pTq.

§Proof:
Observe that if n PN is arbitrary and x P X then

Tx P KerTn ùñ x P KerTn`1
ĎN8

pTq.

Therefore T´1pN8pTqq ĎN8pTq.

�

Theorem 1.3. ([12], Theorem 7.8.3): if X is a normed space, and T is bounded linear operator
. If S is bounded linear operator commutes with T, then

SpR8pTqq ĎR8pTq and SpN8
pTqq ĎN8

pTq.

The following subspace, is important T-invariant sub-spaces, is called the algebraic core

CpTq of T is defined to be the largest linear subspace M such that TpMq “ M. Of

course if T is surjective then CpTq “ X and in general for every T P LpX q we have CpTq “
TnpCpTqq ĎRpTnq for all n PN. From that it follows that CpTq ĎR8pTq. and we have:

CpTq “
!

x P X : Dpxnqnď0 Ă X , x0 “ x and Txn “ xn´ 1 @ně 1
)

.

we will prove this statement in the next theorem.
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Theorem 1.4. ([4], Theorem 1.8): For a linear operator T on a vector space X the following
statements are equivalent:

1. x P CpTq;

2. There exists a sequence punq Ă X such that x “ u0 and Tun`1 “ un for every n PZ` .

§Proof:
Let M denote the set of all x P X for which there exists a sequence punq Ă X such that

x “ u0 and T un`1 “ un for all n PZ`. We show first that CpTq ĎM .

Let x P CpTq. From the equality TpCpTqq “ CpTq, we obtain that there is an element

u1 P CpTq such that x “ Tu1 . Since u1 P CpTq, the same equality implies that there exists

u2 P CpTq such that u1 “ Tu2. By repeating this process we can find the desired sequence

punq, with n P Z`, for which x “ u0 and Tun`1 “ un. Therefore CpTq ĎM. Conversely, to

show the inclusion M Ď CpTq it suffices to prove, since M is a linear subspace of X , that

TpMq “M.

Let x PM and let punq, n PZ`, be a sequence for which x “ u0 and Tun`1 “ un. Define

pwnq by

w0 “ Tx and wn :“ un´1, n PZ`.

Then

wn “ un´1 “ Tun “ Twn`1,

and hence the sequence satisfies the definition of M. Hence w0 “ Tx PM, and therefore

TpMq ĎM. On the other hand, to prove the opposite inclusion,M Ď TpMq, let us consider

an arbitrary element x PM and let punqnPZ` be a sequence such that the equalities x “ u0

and Tun`1 “ un hold for every pn P Z
`q Since x “ u0 “ Tu1 it suffices to verify that

u1 PM. To see that let us consider the following sequence:

w0 :“ u1 and wn :“ un`1.

Then

wn “ un`1 “ Tun`2 “ Twn`1 for all n PZ`,

and hence u1 belongs to M. Therefore MĎ TpMq, and hence M“ TpMq.

�

Lemma 1.5. : Let T,S P LpX q such that TS“ ST, then

CpTSq Ď CpTqXCpSq.
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§Proof:
Let x P CpTSq, then there exists pxnqně0 Ă X such that x0 “ x, TSxn “ xn´1. Let pynqně0

be defined by yn “ Snxn, then y0 “ x0 “ x, hence Tyn “ TSnxn “ TSn´1xn´1 “ yn´1,

consequently x P CpTq. Similarly we have x P CpSq .

�

Corollary 1.4. : Let T,S P LpX q, then CpTq “ CpTnq , for all něN .

The next result shows that under certain purely algebraic conditions the algebraic core

and the hyper-range of an operator coincide.

Lemma 1.6. ( [4], Lemma 1.9.): Let T be a linear operator on vector space X . Suppose that
there exists an m PN such that

KerpTqXRpTmq “ KerpTqXRpTm`kq for all integers k ě 0.

Then CpTq “R8pTq

§Proof:
We have only to prove that R8pTq Ď CpTq. By Proposition1.4 we show that TpR8pTqq “

R8pTq. Evidently the inclusion TpR8pTqq Ď R8pTq holds for every linear operator, so we

need only to prove the opposite inclusion. Let

D“ KerpTqXRpTmq.

Obviously we have

D“ KerpTqXRpTmq “ KerpTqXR8pTq.

Let us now consider an element y P R8pTq. Then y P RpTnq for each n PN, so there

exists an xk P X such that y “ Tm`kxk for every k PN. If we set

zk “ Tmx1´Tm`k´1xk pk PNq,

then zk PRpTmq and since

Tzk “ Tm`1x1´Tm`kxk “ y´ y “ 0,

we also have zk P KerpTq. Thus zk PD, and from the inclusion

D“ KerpTqXRpTm`kq Ď KerpTqXRpTm`k´1
q,

it follows that zk PRpTm`k´1q. This implies that
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Tmx1 “ zk `Tm`k´1xk PRpTm`k´1
q,

for each k PN, and therefore Tmx1 PR8pTq. Finally, from

TpTmx1q “ Tm`1x1 “ y,

we may conclude that y P TpR8pTqq. Therefore R8pTq Ď T pR8pTqq, so the proof is

complete.

�

Proposition 1.5. : Let T P LpX q, if KerTĎRpTnq . Then

CpTq “R8pTq.

§Proof:
These results immediately follows from Lemma 1.3 and Lemma1.6 .

�

Remark 1.5. : We can note that, if one of the Theorem 1.1 or Corollary 1.3 statements is valid,
then CpTq “R8pTq remains valid.

1.1.2 Ascent and descent of an operator

We have already seen that the kernels and the ranges of the iterates of a linear operator

T, defined on a vector space X , form two increasing and decreasing chains, respectively.

In this section we shall consider operators for which one, or both, of these chains becomes

constant at some n PN.

Now we will define very important classical algebraic quantities associated with an op-

erator. They are the ascent and the descent.
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Definition 1.2. : Let N0 “ N0 Y`t8u denote the set of all extended non-negative integers
with its natural (extended) ordering. The ascent and descent of an operator T P LpX q are defined
as follows.

The ascent of T, ascpTq, is the least (extended) non-negative integer for which KerTn`1 “ KerTn:

ascpTq “ inf
!

n PN0 : KerTn`1
“ KerTn

)

.

and the descent of T, dscpTq, is the least (extended) non-negative integer for which
RpTn`1q “RpTnq:

dscpTq “ inf
!

n PN0 :RpTn`1
q “RpTnq

)

.

we can write also, T is said to have finite ascent if N8pTq “ KerTk for some positive

integer k. Analogously, T is said to have finite descent if R8pTq “RpTkq for some k.

Remark 1.6. : Take any operator T P LpX q on a vector space X . Then we have the following
notions

ascpTq “ nă8 ô KerTn`1 “ KerTn and dscpTq “ nă8 ô RpTn`1q “RpTnq;

ascpTq “ 8ô KerTn Ł KerTn`1 and dscpTq “ 8 ô RpTnq ŃRpTn`1q.

All following results are originally taken from Definition 1.2.

Now we give examples of descent and ascent of operators defined on `p p1 ď p ď 8q,

the Banach space of all p-summable sequences ( bounded sequences for p “8) of complex

numbers under the stander p-norm on it.

Example 1.1. : Let T be defined by Tx “ y, where x “ pxnqně0 and y “ pynqně0 are related by

yn “

$

’

&

’

%

xn`2 if n is odd

x0 if n“ 0,2

xn´2 if n is even and ně 4
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Then for each n PN, en`2 P KerpTn`1qwhilst en`2 R KerpTnq. Hence KerpTnq ‰ KerpTn`1q,
ascpTq “ 8. Further for each n PN , RpTq “

!

pynq P `
ppNq : y0 “ y2

)

, and

RpT2q “

!

pynq P `
ppNq : y0 “ y2 “ y4

)

and so on . . . e.g. Thus RpTnq ‰ RpTn`1q for each
ně 1 . Hence dscpTq “ 8.

Proposition 1.6. ([16], Lemma 1.4.1): Take any operator T P LpX q on a vector space X . Then

If ascpTq ă 8 and dscpTq “ 0, then. ascpTq “ 0.

§Proof:
Suppose that the conclusion is false. Then there exists x1 P X , x ‰ 0 with Tpx1q “ 0.

Inasmuch as RpTq “ X there exists x2 P X with Tpx2q “ x1 induction we define a

sequence txnu P X with Tpxn`1q “ xn for each n ě 1. But then Tnpxn`1q “ x1 whereas

Tn`1pxn`1q “ 0 Thus xn`1 P KerTn`1 and xn`1 R KerTn for each n.

which is contrary to the hypothesis that ascpTq ă 8.

�

Remark 1.7. : The ascent of T is null if and only if T is injective, and the descent of T is null if
and only if T is surjective. Indeed, since KerT“ t0u and RpTq “ X ,

ascpTq “ 0ðñ KerT“ t0u.

dscpTq “ 0ðñRpTq “ X .

Example 1.2. : Let T be defined by Tx “ y, where x “ pxnqně0 and y “ pynqně0 are related by

yn “

#

x0 if n“ 0,1

xn if ně 1

T is injective. Hence ascpTq “ 0. Further for each ně 1,RpTnq “
!

pynqně0 P `
p : y0 “ y1 “

y2 “ ¨¨ ¨ “ yn
)

. Thus RpTnq ‰RpTn`1q. Therefore dscpTq “ 8.

Example 1.3. : Let Tr denote the right shift operator defined by Trpxq “ y, where x “ pxnq P
`2pNq and y “ pynq P `

2pNq are related by
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Tr : `2 ÞÝÑ `2

x ÞÝÑ Trpxq “ p0,x1,x2, . . .q

Tr is injective. Hence ascpTrq “ 0. Further for each n P N, RpTnr q “
!

pynq P `
2pNq :

py1, y2, y3 . . .q “ p0,0,0
loomoon

n.th

,x1,x2, . . .q
)

, and RpTn`1
r q “

!

pynq P `
2pNq : py1, y2, y3 . . .q “ p0,0,0

loomoon

n`1.th

,x1,x2, . . .q
)

.

Thus RpTnr q ‰RpT
n`1
r q . Therefore dscpTrq “ 8.

Example 1.4. : Let Tl denote the left shift operator defined by Tlpxq “ y, where x “ pxnq P

`2pNq and y “ pynq P `
2pNq are related by

Tl : `2 ÞÝÑ `2

x ÞÝÑ Tlpxq “ px2,x3, . . .q

Tl is surjective. Hence dscpTlq “ 0. Further it is easily seen that en`1 P KerpTn`1
l q whilst

en`1 R KerpTnl q for every n PN, thus KerpTnl q ‰ KerpTn`1
l q, so ascpTlq “ 8.

Since Tr and Tl are each one the adjoint of the other, then we have

dscpTlq “ ascpTrq “ 0 and ascpTlq “ dscpTrq “ 8.

It is obvious that the sum M`N of two linear subspaces M and N of a vector X
space is again a linear subspace. If MXN “ t0u then this sum is called the direct sum of

M and N and will be denoted by M‘N . In this case for every z “ x` y in M`N the

components x,y are uniquely determined. If X “M‘N then N is called an algebraic

complement of M. In this case the (Hamel) basis of X is the union of the basis of M
with the basis of N . It is obvious that every subspace of a vector space admits at least one

algebraic complement.

Lemma 1.7. : Let T P LpX q and X be a vector space . For natural m PN, then we have:

ascpTq ďmď8 if and only if for every n PN we have RpTmqXKerTn “ t0u.

§Proof:
Suppose ascpTq ďmď8 and n PN any natural number. Consider an element

y PRpTmq XKerTn. Then there exists y P X such that y “ Tmx and Tny “ 0. From that we

obtain Tm`nx “ Tny “ 0 and therefore x P KerTm`n “ KerTm. Hence y “ Tmx “ 0.
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Conversely, supposeRpTmqXKerTn “ t0u for some natural m and let x P KerTm`1. Then

Tmx P KerT and therefore

Tmx PRpTmqXKerTĎRpTmqXKerTn “ t0u.

Hence x P KerTm. We have shown that KerTm`1 Ď KerTm. Since the opposite inclusion is

verified for all operators we conclude that KerTm`1 “ KerTm, this will imply that ascpTq ď
mď8.

�

Lemma 1.8. : Let T P LpX q and X be a vector space. For natural m PN, then we have: dscpTq ď
m ď 8 if and only if for every n PN there exists a subspace Yn Ď KerTm, Yn XRpTnq “ t0u,
such that X “ Yn‘RpTnq.

§Proof:
Let k “ dscpTq ď m ď 8 and Y be a complementary subspace to RpTmq in X . Let

txj : j P Ju be a basis of Y . For every element xj of the basis there exists, since TkpY q Ď
RpTkq “RpTk`nq, an element yj P X such that Tkxj “ Tk`nyj . Set zj “ xj ´Tyj . Then

Tkzj “ Tkxj ´Tk`nyj “ 0.

From this it follows that the linear subspace Yn generated by the elements zj is contained

in KerTk and a fortiori in KerTm. From the decomposition Y ‘RpTnq “ X we obtain for

every x P X a representation of the form

x “
ÿ

jPJ

λjxj `Tny “
ÿ

jPJ

λjpzj `Tnyjq`Tny “
ÿ

jPJ

λjzj `Tnz,

so X “ Yn`RpTnq. We show that this sum is direct. Indeed, suppose that x P YnXRpTnq.
Then x “

ř

jPJ µjzj “ Tnv for some v P X , and therefore

ÿ

jPJ

µjxj “
ÿ

jPJ

µjT
nyj `Tnv PRpTnq.

From the decomposition X “ Y ‘RpTnq we then obtain that µj “ 0 for all j P J and

hence x “ 0. Therefore Yn is a complement of RpTnq contained in KerTm.

Conversely, It will suffice to prove that that RpTmq “RpTm`nq if for n PN the subspace

RpTnq has a complement Yn Ď KerTm then

RpTmq “ TmpYnq`RpTm`nq “RpTm`nq.

And therefore dscpTq ďm.

�
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Theorem 1.5. ( [4], Theorem 3.3): Let X be a vector space and T P LpX q. Then

If ascpTq ă 8 and dscpTq ă 8. then ascpTq “ dscpTq.

§Proof:
Set n “ ascpTq ă 8 and m “ dscpTq ă 8 . Assume first that n ď m, so that the

inclusion RpTmq Ď RpTnq holds. Obviously we may assume m ą 0. From Lemma 1.8
we have X “ KerTm `RpTmq, so every element y “ Tnpxq P RpTnq admits the decompo-

sition y “ z ` Tmw, with z P KerTm . From z “ Tnx ´ Tmw P RpTmq we then obtain

thatz P KerTm XRpTmq and hence the last intersection is t0u by Lemma1.7. Therefore

y “ Tmw P RpTmq and this shows the equality RpTnq “ RpTmq, from whence we obtain

mě n, so that n“m.

Assume now that m ď n and n ą 0, so that KerTm Ď KerTn. From Lemma 1.8 we have

X “ KerTm `RpTnq, so that an arbitrary element x of KerTn admits the representation

x “ u ` Tnv, with u P KerTm. From Tnx “ Tnu “ 0 it then follows that T2nv “ 0, so that

v P KerT2n “ KerTn. Hence Tnv “ 0 and consequently x “ u P KerTm. This shows that

KerTm “ KerTn, hence něm. Therefore n“m.

�

Example 1.5. : Let T be defined by Tx “ y, where x “ pxnqně0 and y “ pynqně0 are related by

yn “

#

xn`1 if n is even

xn if n is odd.

Then KerT “ KerT2 “

!

pxnqně0 P `
p : x2n`1 “ 0 for each n P N

)

. Hence ascpTq “ 1,

Also RpTq “RpT2q “

!

pynqně0 P `
p : y2n “ y2n`1 for each n PN

)

. Therefore dscpTq “ 1.

Corollary 1.5. : Let X be a vector space and T P LpX q. Then

If dscpTq ă 8 and ascpTq “ 0, then dscpTq “ 0.

Example 1.6. : a simple example is bijective operators which is injective and surjective in same
time this operators will have null ascent and descent.

Given n P N, we denote by Tn “ TzRpTnq the restriction of T P LpX q on the subspace

RpTnq. Observe that
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KerTn`1 “ KerTXRpTn`1
q Ď KerTXRpTnq “ KerTn for all n PN, (1.3)

and

RpTmn q “RpTn`mq “RpTnmq for all n,m PN. (1.4)

Lemma 1.9. : Let T P LpX q, X be a vector space. Then the following statements are equivalent:

1. ascpTq ă 8;

2. there exists n PN such that Tn is injective;

3. there exists n PN such that ascpTnq “ 8.

§Proof:
(1)ô(2) . If m “ ascpTq ă 8, by Lemma 1.7 then KerTm “ KerTXRpTmq “ t0u. Con-

versely, suppose that KerTn “ t0u, for some n P N. If x P KerTn`1 then TpTnxq “ 0,

so

Tnx P KerTXRpTnq “ KerTn “ t0u.

Hence x P KerTn. This shows that KerTn`1 Ď KerTn. The opposite inclusion is true for

every operator, thus KerTn`1 “ KerTn and consequently ascpTq ď n.

(2)ô(3) . The implication p2q ñ p3q is obvious. To show the opposite implication,

suppose that p “ ascpTnq ă 8. By Lemma 1.7 we then have:

t0u “ KerTnXRpT
p
nq “ pKerTXRpTnqqXRpTpnq

“ pKerTqXRpTpnq “ KerTXRpTp`nq “ KerTp`n,

so that the equivalence (2)ô(3) is proved.

�

A similar result holds for the descent,
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Lemma 1.10. : Let T P LpX q, X be a vector space. Then the following statements are equivalent:

1. dscpTq ă 8;

2. there exists n PN such that Tn is onto;

3. there exists n PN such that dscpTnq “ 8

§Proof:
(1)ô(2) . Suppose that m“ dscpTq ă 8. Then

RpTmq “RpTm`1
q “ TpRpTmqq “RpTmq,

hence Tm is onto. Conversely, if Tn is onto for some n PN the

RpTn`1
q “ TpRpTnqq “RpTnq “RpTnq,

thus dscpTq ď n.

The implication (2)ñ (3) is obvious. We show (3)ñ (1). Suppose that q “ dscpTnq ă 8
for some n PN. Then RpTqnq “RpT

q`1
n q, so RpTn`qq “RpTn`q`1q, hence dscpTq ď n` q.

�

Remark 1.8. : As observed in the proof of Lemma 1.9, if m = ascpTq ă 8 then KerTm “ t0u and
hence KerTi “ t0u for all i ěm. Conversely, if KerTn “ t0u for some n PN then ascpTq ă 8
and ascpTq ă n. Hence, if ascpTq ă 8 we have

ascpTq “ inf
!

n PN : Tn is injective
)

.

Analogously, As observed in the proof of Lemma 1.10, ifm“ dscpTq ă 8 then Ti is surjective
for all i ěm. Conversely, if Tn is onto for some n PN then dscpTq ď n, so that

dscpTq “ inf
!

n PN : Tn is onto
)

.

Proposition 1.7. : Suppose that T P LpX q on a vector space X . If n “ ascpTq “ dscpTq ă 8
then we have the decomposition

X “ KerTn‘RpTnq.

Conversely, if for a natural number n we have the decomposition X “ KerTn ‘RpTnq then
ascpTq “ dscpTq ă n. In this case Tn is bijective.
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§Proof:
If n ă 8 and we may assume that n ą 0, then the decomposition X “ KerTn ‘RpTnq

immediately follows from Lemma1.7, Lemma1.9 and Lemma 1.10.

If we denote by Tn the restriction of T to RpTnq, then by Lemma1.9and Lemma??
Tn is injective and onto itself, hence it is bijective. Conversely, if X “ KerTn ‘RpTnq is

valid, then ascpTq,dscpTq ă n by Lemma1.7 and Lemma1.8, and so ascpTq “ dscpTq ă
n by Theorem1.5. If ascpTq “ dscpTq “ n ă 8 (where we may assume n ą 0), then

decomposition X “ KerTn‘RpTnq immediately follows from Lemma1.7 and Lemma1.8.

�

The notion of ascent and descent holds for every bounded transformation of a Banach

space into itself.

Theorem 1.6. : Let E be a banach space over filed K P tR,Cu, take any bounded operator T in
E with closed rang. So RpTnq is closed then we have the topological direct sum:

if ascpTq “ dscpTq “ nă8 then E“ KerTn‘RpTnq.

§Proof:
If ascpTq ă 8 and dscpTq “ n ă 8, then E “ KerTn‘RpTnq is direct algebraic sum by

Theorem1.7, Tn is a bounded operator. Therefore, KerTn is closed subspace of E, which

is a Banach space, then the topological direct sum E“ KerTn‘RpTnq is verified.

�

1.1.3 The nullity and deficiency of an operator

The codimension of subspaceM of a vector space X is the dimension of the quotient space

X {M, it is denoted by codimM, therefore:

codimpMq “ dimpX {Mq.

In addition, let X be a vector space, when M is a subspace of X then, codimension of

M is equal to the dimension of any algebraic complement ofM in X , which coincides with

demention of the quotient space X {M.One has

dimpMq`dimpX {Mq “ dimpMq` codimpMq “ dimX .
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Definition 1.3. : Let T an operator on a vector space X . Then

The nullity of T is the positive integer defined by

αpTq “ dimKerT.

The deficiency of T is the positive defined integer by

βpTq “ codimRpTq.

Let ∆pX q denote the set of all linear operators on vector space X , for which αpTq
and βpTq are both finite. With every operator T P ∆pX q of finite nullity and deficiency one

associates its index, which is the integer

indpTq “ αpTq´ βpTq.

Example 1.7. : Let X “ `p , write each u P X in the form of a bilateral sequence u “

p....ξ´1,ξ0,ξ1, ....q. Let txiu be the canonical basis of X and let T be bounded operator in X , be
such that Tx0 “ 0, Txj “ xj´1 pj “˘1,˘2, ...q. KerpTq is the one-dimensional subspace spanned
by x0 and RpTq is the subspace spanned by all the x1 except x1. Hence αpTq “ 1, βpTq “ 1,
indpTq “ 0.

The basic assertion concerning the index is made by the following index theorem,

Theorem 1.7. (index theorem): Let X be a vector space, T,S P ∆pX q. Then

indpTSq “ indpTq` indpSq.

§Proof:
See [25] Theorem 23.1. p 108.

�

Example 1.8. : Let’s take as a practical example the right shift operator mentioned in Exam-
ple 1.3, and X “ `p . As is easily verified, KerpTrq is the one-dimensional subspace spanned by
x1, and RpTrq “ X . Thus αpTrq “ 1, βpTrq “ 0, indpTrq “ 1.
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Example 1.9. : Let’s take as a practical example the left shift operator mentioned in Example
1.4, and X “ `p It is easily verified that KerpTlq “ 0, and that RpTlq is the subspace spanned by
x2,x3, ...... Hence αpTlq “ 0, βpTlq “ 1, indpTlq “ ´1.

We can observe that Tl ,Tr P ∆pX q. Then

indpTlTrq “ indpTrTlq “ 0. (1.5)

Remark 1.9. : If for an operator T P ∆pX q an equation of the form

TS“ C or ST“ C with indpCq “ 0

holds, then also S P ∆pX q and indpSq “ ´indpTq.

Example 1.10. : Like an example see (1.5). We can observe that indpTlq “ ´indpTrq.

Proposition 1.8. : Let X be a vector space, T P ∆pX q, and S a finite-dimensional one. Then

indpT`Sq “ indpTq.

§Proof:
See [25] Proposition 23.3. p 109.

�

Lemma 1.11. ([5], Lemma 1.21): Let T be a linear operator on a linear vector space X . If
αpTq ă 8 then αpTnq ă 8 for all n PN. Analogously, if βpTq ă 8 then βpTnq ă 8 for all
n PN

§Proof:
We use an inductive argument. Suppose that αpTnq ă 8. Since TpKerTn`1q Ď KerTn

then the restriction

T0 “ T{KerTn`1 : KerTn`1
ÝÑ KerTn

has kernel equal to KerT, so the canonical mapping pT : KerTn`1{KerT ÝÑ KerTn{KerT is

injective. Therefore we have

dimpKerTn`1
{KerTq ď dimpKerTn{KerTq ď dimpKerTnq “ αpTnq ă 8.
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and since αpTq ă 8 we then conclude that αpTn`1q ă 8.

Suppose now that βpTnq ă 8. Since the map

T̃ :RpTnq{RpTn`1
q ÝÑ Tn`1

pRpTnq{RpTn`2
q,

defined by

T̃pz`RpTn`1
qq “ T̃z`RpTn`2

q, z PRpTnq,

is onto, dimRpTn`1q{RpTn`2q ď dimRpTnq{RpTn`1q.

This easily implies that βpTn`1q ă 8.

�

In the next theorem we establish the basic relationships between the quantities αpTq,
βpTq, ascpTq and dscpTq.

Theorem 1.8. ([4], Theorem 3.4): If T is is a linear operator on a vector space X , then the
following properties hold:

1. If ascpTq ă 8 then αpTq ď βpTq;

2. If dscpTq ă 8 then βpTq ď αpTq;

3. If ascpTq “ dscpTq ă 8 then αpTq “ βpTq;

4. If αpTq “ βpTq ă 8 and if either ascpTq ă 8 or dscpTq ă 8 then ascpTq “ dscpTq.

§Proof:
(1). Let p “ ascpTq ă 8, i.e., KerTp “ KerTp`n for all n P N. Obviously if βpTq “

8 there is nothing to prove. Assume that βpTq ă 8. By Lemma1.7, we have KerT X
RpTpq “ t0u. Since βpTnq ă 8, by Lemma 1.11, this implies that αpTq ă 8, so T has

finite deficiency. According to the index theorem we then obtain for all ně p the following

equality:

n . indpTq “ indpTnq “ αpTnq´ βpTnq “ αpTpq´ βpTnq.

Now suppose that q “ dscpTq ă 8. For all integers němaxtp,qu the quantity n . indpTq “
αpTpq ´ βpTpq is then constant, so that indpTq “ 0, i.e., αpTq “ βpTq. Consider the other

case q “8. Then βpTnq ÝÑ 0 as nÝÑ8, so n . indpTq becomes eventually negative, and

hence indpTq ă 0. Therefore, in this case we have αpTq ă βpTq.

(2). Let q “ dscpTq ă 8. Also here we can assume that αpTq ă 8, otherwise there is

nothing to prove. Consequently, as is easy to check, also βpTnq ă 8 and by of Lemma 1.8
X “ Y ‘RpTq with Y Ď KerTq. From this it follows that

βpTq “ dimY ď αpTqq ă 8.
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If we use, with appropriate changes, the index argument used in the proof of part (1) then

we obtain that βpTq “ αpTq if ascpTq ă 8, and αpTq ă βpTq if dscpTq “ 8.

(3). This is clear from part (1) and part (2).

(4). This is an immediate consequence of the equality αpTnq ´ βpTnq “ indpTnq “
n . indpTq “ 0, valid for every n PN.

�

Remark 1.10. : We can observe that if T P ∆pX q, and ascent and descent are both finite then
indpTq “ 0.

Lemma 1.12. ([15], Lemma 5.4): Let T P LpX q, and let k PN. Then

1. If αpTq ă 8, then αpTkq ď kαpTq;

2. If βpTq ă 8, then βpTkq ď kβpTq.

§Proof:
(1). Let n ě 0. Since KerTn Ă KerTn`1 it follows that there exists a complementary

subspace N (relative to KerTk`1q such that KerTk`1 “ KerTk ‘ N. It will be shown

that dimN ď αpTq. The case dimN “ 0 is trivial, hence assume that dimN ą 0. Let

x1,x2, ...,xp PN be linearly independent, 1ď p ď dimN. Then ( because NĂ KerTn`1) there

exist y1, y2, ..., yp P KerT such that

tx1, y1u,tx2, y2u, ...,txp, ypu P Tn.

Assume that
řp
i“1 ciyi “ 0 for certain ci PK,1ď i ď p. Then

p
ÿ

i“1

citxi , yiu “

#

p
ÿ

i“1

cixi ,
p
ÿ

i“1

ciyi

+

“

#

p
ÿ

i“1

cixi ,0

+

P Tn

so that
řp
i“1 ciXi P KerTn XN. Since N and KerTn are complementary spaces it follows

that
řp
i“1 ciXi “ 0 which implies that ci “ 0,1ď i ď p. This means that for any p linearly

independent vectors in N there exist p linearly independent vectors in KerT. Hence

dimN ď dimKerT “ αpTq. Thus αpTn`1q ď αpTnq ` αpTq, so that the statement follows by

induction; recall that αpT0q “ 0.

(2) . βpT0q “ 0, the case k “ 0 is trivial. Assume k PN and define

Mk “RpTk´1
q{RpTkq.

we have that βpTkq “ βpTk´1q`dimMk and a repeated application gives
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βpTkq “ dimM1`dimM2` ...`dimMk , k PN. (1.6)

Note that dimM “ dimpRpT0q{RpT1qq “ dimpX {RpTqq “ codimRpTq “ βpTq. Now the

inequality

dimMn`1 ď dimMn, n PN, (1.7)

will be shown. Let ry1s, ry2s, ..., ryps P dimMn`1 be linearly independent cosets. Then yi P

RpTnq for 1ď i ď p, so there exist x1,x2, ...,xp PRpTn´1q such that tx1, y1u,tx2, y2u, ...,txp, ypu P

T (even if n “ 1 because DpTq Ă X “RpT0q ). Now if
řp
i“1 cirxis “ r

řp
i“1 cixis “ r0s in Mn

for certain ci PK, then
řp
i“1 cixi PRpT

nq, and hence
řp
i“1 ciyi PRpT

n`1q. It follows that

p
ÿ

i“1

ciryis “

«

p
ÿ

i“1

ciyi

ff

“ r0s

which implies ci “ 0, 1 ď i ď p. Hence for any p linearly independent vectors in Mn`1

there exist p linearly independent vectors in Mn. Therefore (1.7) has been established. The

statement now follows from (1.6) and (1.7), since dimM1 “ βpTq.

�

Proposition 1.9. : Let T P LpX q. Assume there exists some n P N such that αpTkq ď n for
k PN. Then ascpTq ď n.

§Proof:
If ascpTq “ 8 then KerTk`1 Ľ KerTk, k PN Ḣence αpTkq ă αpTk ` 1q, k PN, which

implies that the sequence αpTkq is unbounded. This contradiction implies that ascpTq ă 8.

Assume that ascpTq “ p for some p PN. In the case p “ 0 the statement is trivial, so what

remains to be shown is that p ď n if p ą 0. Cleary

t0u “ KerT0
Ĺ KerTĹ Ĺ KerTp´1

Ĺ KerTp,

and thus

0“ αpT0
q ă αpTq ă ă αpTp´1

q ă αpTpq.

Therefore, p´ 1ă αpTpq ď n, leading to p ďM.

�

Proposition 1.10. : Let T P LpX q. Assume there exists some n P N such that βpTkq ď n for
k PN. Then dscpTq ď n.
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§Proof:
If dscpTq “ 8 then RpTk`1q Ĺ RpTkq, k P N. Hence βpTk`1q ą βpTkq, k P N, which

implies that the sequence βpTkq is unbounded. This contradiction implies that dscpTq ă 8.

Assume that dscpTq “ q for some q PN. The case q “ 0 is obvious, so let q ą 0. Since

dimpRpTkq{RpTk`1qq ą 0 for k ă q, we have that

0“ βpT0
q ă βpTq ă ...ă βpTq´1

q ă βpTqq.

Therefore, q´ 1ă βpTqq ď n, leading to q ď n.

�

Corollary 1.6. : Let T P LpX q, and let k PN. Then

1. αpTkq ď ascpTqαpTq;

2. βpTkq ď dscpTqβpTq.

§Proof:
(1) . We firstly observe that ascpTq “ 0 if and only if αpTq “ 0. Hence the product

ascpTqαpTq is well defined. We need only consider the case where both ascpTqandαpTq
are finite. Let ascpTq “ p. Then αpTkq ď αpTpq for any k and if we show αpTkq ď
kαpTq for every non-negative integer k, the result will follow. Therefore the result follows

immediately by Lemma 1.12.

(2) . Again, since dscpTq is zero if and only if βpTq is zero, the product dscpTqβpTq is

well defined and we need only consider the case when dscpTq and βpTq are finite. Again

it suffices to prove that for each positive integer k, βpTkq ď kβpTq. So by Lemma 1.12, this

completes the proof of (2).

�

Theorem 1.9. : Let T P LpX q. If one of the following conditions holds:

1. αpTq ă 8;

2. βpTq ă 8;

Then there exist m PN such that :

KerTXRpTmq “ KerTXRpTm`kq, f or all n PN. (1.8)

§Proof:
(1). If KerT is finite-dimensional then there exists a positive integer m such that
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KerTXRpTmq “ KerTXRpTm`kq

(2) . Suppose that X “ Y ‘RpTqwith dimpY q ă 8. Clearly, if we let Dn “ KerTXRpTnq
then we have Dn Ě Dn`1 for all n PN. Suppose that there exist k distinct subspaces Dn.

There is no loss of generality in assuming Dj ‰ Dj ` 1 for j “ 1,2, ¨ ¨ ¨k. Then for every one

of these j we can find an element wj P X such that Tjwj P Dj and Tjwj P Dj`1. By means of

the decomposition X “ Y ‘RpTq we also find uj P Y and vj PRpTq such that wj “ uj ` vj .

We claim that the vectors u1, ¨ ¨ ¨ ,uk are linearly independent.

To see this let us suppose
řk
j“1λjuj “ 0. Then

k
ÿ

j“1

λjwj “
k
ÿ

j“1

λjvj

and therefore from the equalities Tkw1 “ . . .“ Tkwk´1 “ 0 we deduce that

Tkp
k
ÿ

j“1

λjwjq “ λkTkwk “ Tkp
k
ÿ

j“1

λjvjq P TkpRpTqq “RpTk`1
q

From Tkwk P KerT we obtain λkTkwk P Dk`1, and since Tkwk R Dk`1 this is possible only

if λk “ 0. Analogously we have λk´1 “ . . . “ λ1 “ 0, so the vectors u1, . . . ,uk are linearly

independent. From this it follows that k is smaller than or equal to the dimension of Y . But

then for a sufficiently large m we obtain that

KerTXRpTmq “ KerTXRpTm`jq.

�

Lemma 1.13. ([25], Lemma 38.1): Let T P LpX q maps the linear space R8pTq into itself, and
in the case of αpTq ă 8 even onto itself.

§Proof:
It is trivial that R8pTq is mapped into itself by T. We now assume that αpTq ă 8 and

show that every element of R8pTq is the image of an element of R8pTq under T. From

KerTXRpTnq Ą KerTXRpTn`1q for n“ 0,1,2, ... it follows, because of αpTq ă 8 and, that

there exists a natural number m with

D :“ KerTXRpTmq “ KerTXRpTm`kq f or k “ 0,1,2, .... (1.9)

Obviously also D :“ KerTXR8pTq. Let now y be an arbitrary element of R8pTq. Then for

every k “ 0,1,2, ... there exists an xk P X so that y “ Tm`kxk. If we set

zk “ Tmx1´Tm`k´1xk f or k “ 1,2, ..., (1.10)
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then zk lies in RpTmq and, because of Tzk “ Tm`1x1´Tm`kxk “ y ´ y “ 0, also in KerT,

hence zk P KerTXRpTmq “ D. From (1.9) it follows that zk lies also in RpTm`k´1q and

with the aid of (1.10) this implies

Tmx1 “ zk `Tm`k´1xk PRpTm`k´1
q f or k “ 1,2, ...,

hence Tmx1 PR8pTq. Because of TpTmx1q “ Tm`1x1 “ y, we see that y is indeed the image

of an element of R8pTq under T.

�

Proposition 1.11. ([25], Proposition 28.2): Let T P LpX q with αpTq ă 8 the following asser-
tions are equivalent:

1. ascpTq ă 8;

2. On every subspace D of X , which is mapped by T onto itself, T is injective;

3. T is injective on the subspace R8pTq .

§Proof:
1 ñ 2: If TpDq “ D and T̃ is the restriction of TtoD, then dscpT̃q “ 0. From KerTn “

KerTn XD it follows because of (1) that ascpT̃q ă 8. Because of Theorem1.5 we thus have

ascpT̃q “ ascpT̃q “ 0, and so T̃ is injective.

2ñ 3: This implication is trivial because of Lemma 1.13.

3 ñ 1: From (3) it follows in the first place that D “ KerTXR8pTq “ t0u. Because of

(1.9) we have thus also KerTXRpTmq “ t0u for some natural number m. Assertion (1) is

now a consequence of Lemma1.7.

�

Lemma 1.14. ([4], Lemma 1.2 ): Let T P LpX q and X be a vector space. then we have, if p1

and p2 are relatively prime polynomials then there exist polynomials q1 and q2 such that

p1pTqq1pTq` p2pTqq2pTq “ T.

§Proof:
If p1 and q1 are relatively prime polynomials then there are polynomials such that

p1pλqq1pλq` p2pλqq2pλq “ 1 for every λ PC.

�
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Lemma 1.15. : Let X be a vector space, T P LpX q and λ,µ PC. Then we have

1. pλI´TqpKerTnq “ KerTn for all n PN and λ‰ 0;

2. KerppλI´Tqnq ĎRppµI´Tqnq for all n PN and λ‰ µ.

§Proof:
(1). We prove that pλI ´ TqpKerTnq “ KerTn for every n P N and λ ‰ 0. Clearly,

pλI´TqpKerTnq Ď KerTn holds for all n PN. By Lemma 1.14 there exist polynomials p and

q such that

pλI´TqppTq` qpTqTn “ I.

If x P KerTn then pλI´ TqppTqx “ x and since ppTqx P KerTn this implies KerTn Ď pλI´
TqpKerTnq. Then we have

pλI´TqpKerTnq “ KerTn.

(2). Put S “ λI´T and write µI´T “ pµ´λqI`λI´T “ pµ´λqI` S. By assumption

µ´ λ ‰ 0, so by part (1) we obtain that pµI´TqpKerppλI´Tqnqq “ ppµ´ λqI` SqpKerSnq “
KerppλI´Tqnq. From this it easily follows that pµI´TqnpKerSnq “ KerSnq for all n PN, and

consequently KerppλI´Tqnq ĎRppλI´Tqnq.

�

Corollary 1.7. :
Let X be a vector space and T P LpX q (a linear operator on X ). Then we have:

1. pλI´TqpN8pTqq “N8pTq for every λ‰ 0;

2. N8pλI´Tq ĎR8pµI´Tq for every λ‰ µ.

§Proof:
(1). It suffices to prove that pλI´TqpKerTnq “ KerTn for every n PN and λ ‰ 0, so by

part (1) of Lemma 1.15. Then we have

pλI´TqpN8
pTqq “N8

pTq.

(2). It suffices to prove that KerppλI´Tqnq ĎRppµI´Tqnq for all n PN and λ ‰ µ, so

by part (2) of Lemma 1.15, consequently we have

N8
pλI´Tq ĎR8pλI´Tq.

�
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We have the following statement

RppλI´Tqnq`RpTmq “ X f or all n PN and λ‰ 0 (1.11)

we will use it in the next lemma .

Lemma 1.16. : Let T P LpX q and Tm “ TzRpTmq. For all λ PC and λ‰ 0, we have

1. βppλI´Tqnq “ βppλI´Tmqnq, for all n PN;

2. αppλI´Tmqnq “ αppλI´Tqnq, for all n PN.

§Proof:
(1). By (1.11), we have :

βppλI´Tqnq “ dimpX {RpλI´Tqnqq
“ dimpRpλI´Tqnq`RpTmq{RpλI´Tqnq
“ dimpRpTmq{RpTmqXRpλI´Tqnqq
“ βppλI´Tmqnq .

(2). It will suffice to show that

Kerpλ´Tqn “ Kerpλ´Tmq
n (1.12)

for n“ 0,1..... When n“ 0, (1.12) holds trivially, so fix ně 1. Let x P KerpλI´Tqn. Then

0“ pλ´Tqnx “ λnx` ppTqx,

where ppTq is a linear combination of the iterates T,T2.....Tn of T. Then

x “ r´λ´nppTqsix

for i “ 1, and hence for i “ 2,3..... Thus x PRpTiq for i “ 1,2, .... In particular x PRpTmq,
so 0“ pλ´Tmqnx and x P Kerpλ´Tqn. Thus Kerpλ´TqnĂKerpλ´Tmqn . Containment in

the other direction is obvious.

�

Corollary 1.8. : Let T P LpX q and for some fixed m ď 0, Tm “ TzRpTmq. be the restriction of
T. For all λ PC and λ‰ 0, we have:

1. βpλI´Tq “ βpλI´Tmq;

2. αpλI´Tq “ αpλI´Tmq.



1.1. ALGEBRAIC PROPERTIES OF KERNEL AND RANGE 33

§Proof:
The result follows frome Lemma 1.16, when n“ 1 .

�

Corollary 1.9. : Let T P LpX q and T8 “ TzR8pTq. For all λ PC and λ‰ 0, we have

1. βpλI´Tq “ βpλI´T8q;

2. αpλI´Tq “ αpλI´T8q.

§Proof:
The proof of this lemma also follows immediately from that of Lemma1.16.

�

Proposition 1.12. : Let T P LpX q. If one of the following conditions holds:

1. αpTq ă 8;

2. βpTq ă 8;

Then CpTq “R8pTq.

§Proof:
These results immediately follows from Theorem 1.9 and lemma 1.6.

�



CHAPTER 2

OPERATORS WITH CLOSED RANGE

AND DECOMPOSITION

Let E, F are Banach spaces, we says that an operator T is bounded ( or continuous) if

there is a constant c ě 0 such that

}Tx} ď c}x} @x P E

We denote the Banach space of all bounded linear operators from E into F by BpE,Fq,
BpE,Eq is also denoted BpEq. Recall that if T P BpE,Fq, the norm of T is defined by :

}T} “ sup
x‰0

}Tx}
}x}

.

Recall that when E is Banach spaces, the dual space E1 :“ BpE,Cq, consists of the

bounded linear functionals f on E; it is Banach space with norm

}f }E1 “ inf
!

| f pxq | : x P E, }x} “ 1
)

.

2.1 Minimum modulus and Kato operator theory

Let M and N be tow nonzero subsets of E and E1, respectively ( i.e M Ă E, and

N Ă E1):

1. Let M be a subset of a Banach space E The annihilator of M is the closed subspace

of E1 defined by

34
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MK
“

!

f P E1 : @x PM, f pxq “ 0
)

.

2. Let N be a subset of E1. The pre-annihilator of N is the closed subspace of a Banach

space E defined by

KN “

!

x P E : @f PN , f pxq “ 0
)

.

Even if M and N are not subspaces, and MK and KN are closed subspaces of E1

and E1 respectively. We have MK “ E1 ( resp. KN ) if and only if M“ t0u (resp. N “ t0u ).

Clearly KpMKq “MK if M is closed. Moreover, if M and W are closed linear subspaces

of E then pM`N qK “MKXWK. The dual relationMK`WK “ pMXWqK is not always

true, since pMXWqK is always closed but MK`WK need not be closed. However, a classical

theorem establishes that

MK`WK is closed in E1 ðñ M`W is closed in E.

Definition 2.1. : If T P BpE,Fq, then the dual map(adjoint) of T is the map T1 P BpF1,E1q defined
by :

T1pgq “ g ˝T f or g P F1.

Example 2.1. : Let define T : P pRq ÝÑ P pRq by Tp “ p1.
Suppose ϕ is the linear functional on P pRq defined by ϕppq “ pp3q. Then T1pϕq is the

linear functional on P pRq given by

pT1pϕqqppq “ pϕ ˝Tqppq “ ϕpTpq “ ϕpp1q “ p1p3q.

Thus T1pϕq is the linear functional on P pRq that takes p to p1p3q .

Example 2.2. : Suppose ϕ is the linear functional on P pRq defined by ϕppq “
ş1

0 p. Then
T1pϕq is the linear functional on P pRq given by

pT1pϕqqppq “ pϕ ˝Tqppq “ ϕpTpq “ ϕpp1q “
ż 1

0
p1 “ pp1q´ pp0q.

Thus T1pϕq is the linear functional on P pRq that takes p to pp1q´ pp0q .
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Remark 2.1. : All adjoint operators in Hilbert spaces are dual map but the opposite is not true.

Example 2.3. : Consider the Banach space L2ra,bs of all integrable complex-valued functions on
a bounded closed interval ra,bs with the sup-norm.

A continuous function kps, tq defined on ra,bsˆra,bs defines an operator T P BpL2ra,bsq by

pTxqpsq “
ż b

a
kps, tq xptq dt, x P L2

ra,bs.

Then T1 is given y

pT1xqpsq “
ż b

a
kpt, sq xptq dt, x P L2

ra,bs.

Example 2.4. : lf pE,Ω,µq is a a-finite measure space and φ P L8pE,Ω,µq , define Mφ :P

LppE,Ω,µq Ñ LppE,Ω,µq, 1 ď p ď 8 by Mφf “ φf for all f in LppE,Ω,µq. Then Mφ P

BpLppE,Ω,µqq and }Mφ} “ }φ}8 İf 1{p ` 1{q “ 1 , then M1
φ :P Lppµq Ñ Lppµq is given by

M1
φf “ φf . That is, M1

φf “Mφf .

Remark 2.2. : If T is bounded operator from E into F then T1 is also a bounded operator
from F1 into E1 and, moreover, }T} “ }T1}.

And we have:

KerpTq “K RpT1q and RpTq “K KerpT1q;

and
KerpT1q “RpTq

K
and RpT1q Ď KerpTqK.

Lemma 2.1. : Let T P BpE,Fq. If RpTq is closed, then :

RpT1q “ KerpTqK and RpTq “K KerpT1q.

§Proof:
See [27] Lemma 7.1. p 18.

�
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Let M be a closed subspace of a Banach space E. Then M1 is isometrically isomorphic

to the quotient E1{MK, while pE{Mq1 is isometrically isomorphic to MK.

Proposition 2.1. : Let T P BpE,Fq with closed rang, E and F are Banach spaces. Then:

1. αpTq “ βpT1q;

2. βpTq “ αpT1q;

3. αpTq “ αpT2q;

4. βpTq “ βpT2q.

§Proof:
By Lemma 2.1 asserts that RpT1q “ KerTK, so we have that rKerTs1 is isomorphic to

E1{RpT1q. Therefore

αpTq “ dimKerT“ dimpKerTq1

“ dimpE1{pKerTqKq
“ dimpE1{RpT1qq
“ βpT1q.

As noted earlier also we have that rF{RpTqs1 is isomorphic to RpTqK. Therefore

βpTq “ dimpF{RpTqq
“ dimpF{RpTqq1

“ dimRpTqK

“ dimKerT1

“ αpT1q.

Then immediately we have αpTq “ αpT2q and βpTq “ βpT2 ).

�

Example 2.5. : Let right shift operator Tr and the left shift operator Tl , which defined in
Example1.3, and Example1.4 respectively, we have the following results

T1r “ Tl .

and
αpTrq “ βpTlq “ 0 and αpTlq “ βpTrq “ 1.
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Definition 2.2. : Let E and F be Banach spaces ,then T P BpE,Fq is said to be Kato if RpTq is
closed and T verifies one of the equivalent conditions of Theorem 1.1.

Example 2.6. : Trivial examples of Kato1 operators are surjective operators as well as injective
operators with closed range.

Example 2.7. :. Let H be a Hilbert space with an orthonormal basis pei,jq where i, j are integers
and i ě 1. LetT be defined by:

Tei,j :“

#

ei,j`1 if j ‰ 0,

0 if j “ 0.

Clearly RpTq is closed and

KerT“ span
jě1

te0,ju ĂR8pTq,

so that T is Kato.

Definition 2.3. : Let E and F be Banach spaces, then T P BpE,Fq is said to be essentially Kato
ifRpTq is closed and d there exists a finite dimensional subspace F, such that KerTĎRpTnq`F,
for all n PN .

Let pM,N q be a pair of closed subspaces of E. T is said to be decomposed according

to E “M ‘N , if TpMq ĂM, and TpN q Ă N . When T is decomposed as above, the pair

TM , TN of T in M,N, respectively, can be defined: TM is an operator in the Banach space

M with DpTMq “M such that TMx “ Tx PM, and TN is similarly defined. In this case,

we write T“ TM ‘TN .

Definition 2.4. : Let E and F be Banach spaces ,then T P BpE,Fq is said to be of Kato- type of
order d P N if, there exist a pair of closed subspaces pM,N q of E such that T “ TM ‘TN ,
where TM is Kato operator and TN is nilpotent of order d (i.e., TdN “ 0).

An operator T is said to be of Kato type if, there exists d PN such that T is a Kato type of order
d .

Example 2.8. :

• Clearly, every Kato operator is of Kato type with M “ E and N “ t0u and a nilpotent
operator has a decomposition with M “ t0u and N “ E.

1Tosio Kato, August 25, 1917 - October 2, 1999. Japanese mathematician.
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• Every essentially Kato operator admits a decomposition pM,N q such that N is a finite-
dimensional vector space.

Definition 2.5. : If T P BpE,Fq, where E and F are Banach spaces the reduced minimum
modulus of a non-zero operator T is defined to be

γpTq :“ inf
xRKerT

}Tx}

distpx,KerTq
.

Remark 2.3. : If T“ 0 then we take γpTq “ 8.

Therefore. It easily seen that if T is bijective then γpTq “
1

}T´1}
. In fact, if T is bijective then

distpx,KerTq “ distpx,t0uq “ }x}, thus if Tx “ y,

γpTq “ inf
x‰0

}Tx}

}x}
“ psup

x‰0

}x}

}Tx}
q´1

“ psup
y‰0

}T´1y}

}y}
q´1 “

1

}T´1}
.

Example 2.9. : Trivial example is the operator which defined in Example1.7. For any u “ pξjq

we have }ũ} “ distpu,KerpTqq “ p
ř8
j“2 | ξj |q

1
p q “ }Tu}. Hence }Tu} }ũ} “ 1 for every u P `p,

so that γpTq “ 1.

Theorem 2.1. ([6], Theorem 1.2): Let T P BpE,Fq, E and F are Banach spaces. Then

1. γpTq ą 0 if and only if RpTq is closed.

2. γpTq “ γpT1q.

§Proof:
(1) . Let Ẽ “ EzKerT and let T̃ : Ẽ ÞÝÑ F denote the continuous injection corresponding

to T, defined by

T̃x̃ “ Tx for every x P Ẽ.

Clearly RpT̃q “RpTq. From the open mapping theorem it follows that RpT̃q is closed if and

only if T̃ admits a continuous inverse, there exists a constant δ ą 0 such that }T̃x̃} ě δ}x̃}
for every x P E. From the equality

γpTq “ infx̃‰0
}T̃x̃}

}x̃}
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we then conclude that RpT̃q “RpTq is closed if and only if γpTq ą 0.

(2). The assertion is obvious if γpTq “ 0. Suppose that γpTq ą 0. Then RpTq is closed.

If T̃0 : Ẽ ÝÑRpTq is defined by T̃0x̃ “ T for every x P Ẽ, then γpTq “ γpTq and T “ JT̃0Q,

where J : RpTq ÝÑ F denotes the natural embedding and Q : E ÝÑ Ẽ is the canonical

projection defined by Qx “ x̃ . Clearly, T̃0 is bijective, and from T “ JT̃0Q it then follows

that T1 “Q1 pT̃0q
1 J1. From this we easily obtain that

γpTq “
1

‖ pT̃0q
´1 ‖

“
1

‖ pT̃10q´1 ‖
“ γpT1q.

�

Corollary 2.1. : Let T P BpE,Fq. Then RpTq is closed if and only if RpT1q is closed

§Proof:
It is obvious from the equality γpTq “ γpT1q (by Theorem 2.1) observed above. We have

that γpTq “ γpT1q ą 0. Therefore RpTq is closed if and only if RpT1q is closed.

�

Example 2.10. : a trivial example is also right shift operator and left shift operator, which
defined in Example1.3 and Example1.1respectively. A consideration similar to that in Example
2.9 shows that γpTrq “ 1. suppose that E“ `p. In this case Ẽ“ E, T̃l “ Tl , }Tlu} “ }u} so that
γpTlq “ 1 .

Corollary 2.2. : The function γ : BpE,Fq Ñ x0,8y is upper sem-icontinuous.

Example 2.11. : In general, the function γ is not continuous. Let Tn “

˜

1 0

0 1{n

¸

and

T“

˜

1 0

0 1

¸

. Then γpTnq “ 1{n, TnÑ T and γpTq “ 1.

Theorem 2.2. ([4], Theorem 1.14): Let T P BpEq, E a Banach space, and suppose that there
exists a closed subspace Y of E such that RpTq XY “ t0u and RpTq ‘Y is closed. Then RpTq
is also closed.

§Proof:
Consider the product space EˆY under the norm
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}px,yq} “ }x}` }y} px P E, y P Yq.

Then E ˆ Y is a Banach space, and the continuous map S : E ˆ Y ÞÝÑ E defined by

Spx,yq “ Tx`y has range SpEˆYq “RpTq‘Y, which is closed by assumption. Consequently

by Theorem 2.1 we have

γpSq “ inf
px,yqRKerS

}Spx,yq}

distppx,yq,KerSq
ą 0.

Clearly, KerS“ KerTˆt0u, so that if x R KerT then px,0q R KerS. Moreover

distppx,0q,KerSq “ distpx,KerTq,

and therefore

}Tx} “ }Spx,0q} ě γpSqdistppx,0q,KerSq “ γpSqdistpx,KerTq.

This implies that γpTq ě γpSq ą 0 , and therefore T has closed range.

�

Corollary 2.3. : Let T P BpEq, E a Banach space, and Y a finite-dimensional subspace of E such
that RpTq`Y is closed. Then RpTq is closed.
In particular,

if βpTq ă 8 then RpTq is closed.

§Proof:
Let Y1 be any subspace of Y for which Y1XRpTq “ t0u andRpTq`Y1 “RpTq`Y. From

the assumption we infer that RpTq‘Y1 is closed, so RpTq is closed by Theorem 2.2.

The second statements is clear, since every finite-dimensional subspace of a Banach space

E is always closed, we know that dimY“ codimRpTq.

�

Theorem 2.3. ([4], Theorem 1.16): Suppose that T P BpEq, E is a Banach space. Then we have

If T is Kato. Then γpTnq ě γpTqn.

§Proof:
We proceed by induction. The case n“ 1 is trivial.

Suppose that γpTnq ě γpTqn. For every element x P E, and u P KerTn`1 we have
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distpx,KerTn`1q “ distpx´u,KerTn`1q

ď distpx´u,KerTq.

By assumption T is Kato, so by Theorem 1.2 KerT“ TnpKerTn`1q and therefore

distpTnx,KerTq “ distpTnx,TnpKerTn`1qq

“ inf
uRKerTn`1

}Tnpx´uq}

ě γpTnq. inf
uRKerTn`1

distpx´u,KerTnq

ě γpTnqdistpx,KerTn`1q.

From this estimate it follows that

}Tn`1x} ě γpTqdistpTnx,KerTq ě γpTqγpTnq.distpx,KerTn`1
q;

Consequently from our inductive assumption we obtain that

γpTn`1
q ě γpTqγpTqn ě γpTqn`1.

which completes the proof.

�

Proposition 2.2. ( [19], Proposition 6): Let T,S P BpEq, TS “ ST. If TS is Kato, then both
T and S are Kato.

§Proof:
It is sufficient to show that T is Kato. We have KerTn Ă KerpTSqn Ă RpTSq Ă RpTq for

all n, and so N8pTq ĂRpTq.
It remains to show that RpTq is closed. Let xk P E and Txk Ñ v for some v P E. Then

STxk Ñ Sv, and so Sv “ STu for some u P E. Thus v ´ Tu P KerS Ă KerpTSq Ă RpTSq Ă
RpTq, and so v PRpTq .

�

Remark 2.4. : the product of two Kato operators, also commuting Kato operators, need not be
Kato.

Example 2.12. : . Let H be a Hilbert space with an orthonormal basis pei , jq where i, j are
integers for which ij ď 0. Let T P BpHq, and S P BpHq are defined by the assignment:

Tei , j “

#

0 if i “ 0, j ą 0

ei`1,j otherwise,

and
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Sei , j “

#

0 if j “ 0, i ą 0

ei,j`1 otherwise,

Then

Tei , j “ Sei , j “

#

0 if i “ 0, j ě 0, i ě 0

ei`1,j`1
otherwise,

Hence TS“ ST and, as it is easy to verify

KerT“ span
ią1

tei ,0u ĂR8pTq.

where span
ją1

te0, ju denotes the linear subspace of H generated by the set tej : j ą 0u.

Analogously we have

KerS“ span
ią1

tei ,0u ĂR8pSq.

Corollary 2.4. : Let T P BpEq, where E is a Banach space. Then

If T is Kato then Tn is also Kato for all n PN.

§Proof:
If T is Kato then by Theorem 2.3 we have

γpTnq ě γpTqn ě 0.

So S“ Tn has closed range .

Furthermore, RpS8q “ RpT8q and, by Theorem 1.1, KerS Ď RpT8q “ RpS8q. From

Corollary 1.3, which equivalent to the statements of Theorem1.1 we conclude that Tn is

Kato.

�

Corollary 2.5. : Let T P BpEq, where E is a Banach space. Then

T is Kato if and only if RpTnq is closed for all n PN and T verifies one of the equivalent
conditions of Theorem 1.1.
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Theorem 2.4. ([4], Theorem 1.19): Let T P BpEq, E a Banach space. Then:

T is Kato if and only if T1 is Kato.

§Proof:
Suppose that T is Kato. Then RpTq is closed so that γpTq ą 0 by Theorem 2.1.

From Theorem 2.3 we then obtain that γpTnq ě γpTqn ě 0 and this implies, again by

Theorem2.1, that RpTnq is closed for every n P N. The same argument also shows that

RppTnq1q “RppT1qnq is closed for every n PN by part (1) of Theorem 2.1. Therefore by part

(2) of Theorem2.1 it follows that the equalities

KerpTnqK “RpTn1q and KKerpTn1q “RpTnq (2.1)

hold for all n PN.

Now, since T is Kato then KerT Ď RpTnq for every n P N and therefore RpTnqK Ď
KerpTqK “RpT1q. Moreover, from the second equality of (2.1) we obtain KerpT1nq “RpTnqK,

so that KerpT1nq ĎRpT1q holds for every n PN. This shows, since RpT1q is closed, that T1 is

Kato.

A similar argument shows that if T1 is Kato then also T is Kato .

�

Let E, F be Banach spaces and T P BpE,Fq an operator. An operator S : FÝÑ E is called

a generalized inverse of T if TST“ T and STS“ S. It is easy to see that if S : FÝÑ E is a

one-sided inverse of T (i.e., either TS“ IF or ST“ IEq, then S is a generalized inverse of

S.

Definition 2.6. : An operator T P BpEq is called Saphar if T is Kato and has a generalized
inverse. Equivalently, T is Saphar if and only if T has a generalized inverse and KerTĎR8pTq.

Remark 2.5. Obviously, in Hilbert spaces the Saphar operators coincide with the Kato operators.

Definition 2.7. : A closed operator T P BpEq is called essentially Saphar, if T has a generalized
inverse and KerTĎe R8pTq.

Remark 2.6. Obviously, in Hilbert spaces the Saphar operators coincide with the essentially
Kato operators.
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Our aim is to show that the set of all Saphar operators is a regularity. This will be an im-

mediate consequence of the following tow propositions, which are of independent interest.

Proposition 2.3. : Let T P BpEq be a Saphar operator, let S P BpEq satisfy TST “ T and let
n PN. Then TnSnTn “ Tn. In particular, Tn is a Saphar operator.

§Proof:
Let S P BpEq satisfy TST“ T. We prove by induction on n that TnSnTn “ Tn

Suppose that ně 1 and TnSnTn “ Tn. Then

Tn`1Sn`1Tn`1
“ TpTnSnpST´ Iq`TnSnqTn.

Since TnSnTn “ Tn and TST “ T, we can check easily that TnSn is a projection onto

RpTnq and I´ST is a projection onto KerTĂRpTnq. Thus

Tn`1Sn`1Tn`1
“ TppST´ Iq`TnSnqTn “ TTnSnTn “ Tn`1.

�

Proposition 2.4. : Let T P BpEq be a Saphar operator. Then there exists ε ą 0 such that T´U
has a generalized inverse for every operator U P BpEq commuting with T such that }U} ă ε.
More precisely, if T is Kato, TST “ T, UT “ TU and }U} ă }S}´1, then pT´ UqSpI´
USq´1pT´Uq “ T´U .

§Proof:
Let TST“ T, UT“ TU and }U} ă }S}´1.

We first prove by induction on n that UpSUqnKerT Ă KerTn`1. This is clear for n “ 0.

Suppose that UpSUqn´1KerT Ă KerTn ĂRpTq and let z P KerT. Then UpSUqn´1z “ Tv for

some v P E, and

Tn`1UpSUqnz “ Tn`1USTv “ TnUTSTv “ TnUTv “UTnUpSUqn´1z “ 0,

by the induction assumption. Thus UpSUqnKerT Ă KerTn`1 for all n. Since I´ST is a

projection onto KerT, we have

UpSUqnpI´STqEĂ KerTn`1
ĂRpTq pně 0q,

and so

pI´TSqUpSUqnpI´STq “ 0 pně 0q.

Then
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pT´UqSpI´USq´1pT´Uq “ pT´UqS
ř8
i“0pUSqipT´Uq

“ TST´UST´TSU`TSUST
`
ř8
i“0pTSpUSqi`2T´USpUSqi`1T´TSpUSqi`1U`USpUSqiUq

“ T´UST´ T SU`TSUST`
ř8
i“0pI´TSqpUSqi`1UpI´STq

“ T´U`pI´TSqUpI´STq
“ T´U.

Hence T´U has a generalized inverse.

�

2.2 Bounded below operators theory

A very important class of operators is the class of injective operators having closed range.

Definition 2.8. : An operator T P BpE,Fq is said to be bounded below if T is injective and has
closed rang.

Theorem 2.5. ([6], Theorem 1.5 ): Let T P BpE,Fq is bounded below if and only if there exists
c ą 0 such that

}Tx} ě c}x} @x P E. (2.2)

§Proof:
Indeed, if }Tx} ě c}x} for some c ą 0 and all x P E then T is injective. Moreover, if pxnq

is a sequence in E for which pTxnq converges to y P E then pxnq is a Cauchy sequence and

hence convergent to some x P E. Since T is continuous then Tx “ y and therefore RpTq
is closed. Conversely, if T is injective and RpTq is closed then, from the open mapping

theorem, it easily follows that there exists a c ą 0 for which the inequality (2.2) holds.

�

Example 2.13. : Let E“ C1r0,1s and F“ Cr0,1s, both with } . }8 and Tx “ x1, x P C1r0,1s.

Taking xnptq “ t n for t P ra,bs, n PN, we have

xn P E, }xn}8 “ 1, }Txn}8 “ n

for every n PN. Hence, T is not a bounded operator.
If E“ tx P C1r0,1s : xp0q “ 0u, then T is bounded below, for in this case, we have

xptq “
ż 1

0
xpsqds @x P E, t P r0,1s,
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so that
}x}8 ď }x0}8 “ }Tx}8 @x P E.

Theorem 2.6. ([7], Theorem 1.2) (Bounded Inverse Theorem): Let E and F be Banach spaces
and take any
T P BpE,Fq . The following assertions are equivalent:

1. T has a bounded inverse on its range;

2. T is bounded below;

3. T is injective and has a closed range .

§Proof:
Part (i). The equivalence between (1) and (2) still holds if E and F are just normed

spaces. Indeed, if there exists T´1 P BpRpTq,Eq, then there exists a constant β ą 0 for

which }TT´1y} ď β}y}f oreveryy P RpTq. Take an arbitrary x P E so that Tx P RpTq.
Thus }x} “ }T´1Tx} ď β}Tx}, and so 1

β }x} ď }Tx}. Hence (1) implies (2). Conversely,

if (2) holds true, then 0 ă }Tx} for every nonzero x P E, and so KerpTq “ t0u. Then

T has a (linear) inverse on its range a linear transformation is injective if and only if it

has a null kernel. Take an arbitrary y P RpTq so that y “ Tx for some x P E. Thus

}T´1y} “ }T´1Tx} “ }}x} ď 1
α }Tx} “

1
α }y} for some constant α ą 0. Hence T´1 is bounded.

Thus (2) implies (1).

Part (ii). Take an arbitrary RpTq-valued convergent sequence tynu. Since each yn lies in

RpTq, then there exists an E -valued sequence txnu for which yn “ Txn for each n . Since

tTxnu converges in F, then it is a Cauchy sequence in E . Thus if T is bounded below, then

there exists α ą 0 such that

0ď α}xm´ xn} ď }Tpxm´ xnq} “ }Txm´Txn}.

for every m,n. Hence txnu is a Cauchy sequence in E, and so it converges in E to, say,

x P E if E is a Banach space. Since T is continuous, it preserves convergence and hence

yn “ Txn ÝÑ Tx. Then the (unique) limit of tynu lies in RpTq. Conclusion: RpTq is closed

in F by the classical closed set theorem. That is, RpTq “ RpTq whenever E is a Banach

space, where RpTq stands for the closure of RpTq. Moreover, since (2) trivially implies

KerpTq “ t0u, it follows that (2) implies (3). On the other hand, if KerpTq “ t0u, then T is

injective. If in addition the linear manifold : RpTq is closed in the Banach space F, then it

is itself a Banach space and so T : E ÝÑ RpTq is an injective and surjective bounded linear

transformation of the Banach space E onto the Banach space RpTq. Hence its inverse T´1
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lies in BpRpTq,Eq by the Inverse Mapping Theorem. Thus (3) implies (1).

�

Example 2.14. : Let E“ L2r0,1s “ F,

E0 “

!

x P L2
r0,1s : x absolutely continuous xp0q “ 0, x0 P L

2
r0,1s

)

and
Tx “ x1, x P E0.

By the fundamental theorem of Lebesgue integration2, we have

xptq “
ż t

0
x1psq ds,

for every x P E0 and t P r0,1s so that

| xptq |ď
ż t

0
| x1psq |ď }x1}2.

Hence
}x}2 ď }x

1
}2 @x P E0,

that is, T is bounded below. Therefore, T has a bounded inverse from its range. Again, by
fundamental theorem of Lebesgue integration, for every y P L2r0,1s, the function x defined by

xptq “
ż t

0
ypsq ds, t P r0,1s,

belongs to E0 and x 0 “ y so that RpTq “ L2r0,1s. Therefore, T´1 is a bounded operator
with closed domain.

Now we will define tow important quantities .

Definition 2.9. : Let T P BpE,Fq. The quantity

jpTq “ inf
}x}“1

}Tx} “ inf
x‰0

}Tx}

}x}
“ inf

!

}Tx} : x P E, }x} “ 1
)

,

is called the injectivity modulus of T.

2Fundamental theorem of Lebesgue integration: If y P L1r0,1s, then x defined by xptq “
şt

0 ypsqds is
absolutely continuous, differentiable a.e., and x1 “ y. Conversely, if x : r0,1s Ñ K is absolutely continuous,
then it is differentiable a.e., x1 P L1r,bsandxptq “

şt
0 ypsqds.
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Definition 2.10. : Let T P BpE,Fq. The quantity

kpTq “ inf
!

r ě 0 : TBE Ą r.BF

)

,

is called the surjectivity modulus of T.

Remark 2.7. : T is onto if and only if kpTq ą 0. Furthermore, if T is onto, then kpTq ą 0 by
the open mapping theorem. If T is not onto, then kpTq “ 0 by definition.

We have also the following results

T is bounded below if and only if jpTq ą 0,

and in this case jpTq “ γpTq.

The next theorem shows that some properties of injectivity and surjectivity modulus .

Theorem 2.7. : Let E,F,G be Banach spaces, T P BpE,Fq and S P BpF,Gq. Then:

1. jpSTq ď }S}jpTq;

2. jpSTq ě jpSqjpTq;

3. kpSTq ď kpSq}T};

4. kpSTq ě kpSqkpTq.

§Proof:
See [19] .Theorem 6. p 87.

�

Remark 2.8. : If T is bijective, then jpTq “ }T´1}´1 “ kpTq.

The relation between Kato operator and bounded below operators in the next example .

Example 2.15. : Any operator that is either onto or bounded below is Kato. In particular, the
isometrical shift S on a Hilbert space H is Kato. Note that in this case R8pSq “ t0u “N8pSq.

Similarly, S1 is also Kato and R8pSq “H“N8pSq.
The direct sum S‘S1 is an example of a Kato operator that is neither onto nor bounded below.
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The next result shows that the properties of being bounded below or being surjective are

dual each other.

Theorem 2.8. ([6], Theorem 1.6) : Let T P BpE,Fq, then

1. T is bounded below (respectively, surjective) if and only if T1 is surjective (respectively,
bounded below);

2. If T is bounded below (respectively, surjective) then λI´ T is surjective ( respectively,
bounded below ) for all | λ |ă γpTq.

§Proof:
(1). Suppose that T is surjective. Trivially T has closed range and therefore also T1

has closed range. From the equality KerT1 “ RpTqK “K E “ t0u, we conclude that T1 is

injective.

Conversely, suppose that T1 is bounded below. Then T1 has closed range and hence by

Theorem 2.1 the operator T has also closed range. From the equality RpTq “K KerT1 “K

t0u “ E we then conclude that T is surjective. The proof of T being bounded below if and

only if T1 is surjective is analogous.

(2). Suppose that T is injective with closed range. Then γpTq ą 0 and from definition

of γpTq we obtain

γpTqdistpx,KerTq “ γpTq}x} ď }Tx} f or all x P E.

From that we obtain

}pλI´Tqx} ě }Tx}´ | λ | }x} ě pγpTq´ | λ |q}x},

thus for all | λ |ă γpTq, the operator λI´ T is bounded below. The case that T is

surjective follows now easily by considering the adjoint T1 .

�

Remark 2.9. For all bounded operators in Banach space we have the following results

jpTq “ kpT1q and kpTq “ jpT1q.

2.3 Compact operators and Riesz-Schauder theory

There is a class of bounded operators, called compact ( or completely continuous) oper-

ators, which are in many respect analogous to operators in finite-dimensional spaces. So in
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this section we reassume some of the basic properties of compact linear operators.

Definition 2.11. : A bounded operator T from a Banach space E into a Banach space F is said
to be compact if for every bounded sequence pxnq of elements of E the corresponding sequence
pTxnq contains a convergent subsequence. This is equivalent to saying that the closure of TpBEq,
BE the closed unit ball of E, is a compact subset of F.

Now we give a supplementary examples of compact operator

Example 2.16. : An important example of compact operators are integral operators.
Consider the Banach space Cra,bs of all continuous complex-valued functions on a bounded

closed interval ra,bs with the sup-norm
A continuous function kps, tq defined on ra,bs ˆ ra,bs defines an operator T on Cra,bs by

pTf qpsq “
ż b

a
kps, tqf ptqdt.

It follows from classical results of analysis that T is a compact operator.
The classical Fredholm3 integral equation is

λf psq´
ż b

a
kps, tqf ptqdt “ gpsq paď s ď bq,

where g P Cra,bs is given, λ is a parameter and f is unknown. Clearly, we can write the
equation as pλI´Tqf “ g .

This was the original motivation that led to the study of operators of the form λI´T where
T is compact, . The theory of these operators is sometimes referred to as the Riesz-Schauder theory.

Example 2.17. : Let H be a Hilbert space with an orthonormal basis peiqiě1. Operators T P
BpHq defined by

Tei “
8
ÿ

j“1

αi,jej pj ě 1q,

where αi,j P C satisfy
ř

i,j | αi,j |
2ă 8, are called Hilbert-Schmidt. Clearly,

ř

i,j | αi,j |
2“

ř

j }Tej}
2 ; this number does not depend on the choice of an orthonormal basis pejq. Hilbert-

Schmidt operators are an important example of compact operators.

Example 2.18. : The Volterra operator V : L2r0,1s Ñ L2r0,1s is defined by

3It is named in honor of Erik Ivar Fredholm, Swedish mathematician, April 7, 1866- August 17, 1927.
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pVf qpxq “
ż x

0
f pyqdy.

V is an example of a compact operator.

Definition 2.12. : We say that T P BpE,Fq is of finite rank if dimRpTq ă 8.

The set of all compact (resp finite-rank) operators from E to F will be denoted by

KpE,Fq and (resp. F pE,Fq) , respectively. If E“ F, then we write KpEq “KpE,Eq and (resp

. F pEq “ F pE,Eq ) for short.

Remark 2.10. :

1. KpE,Fq is a closed subspace of BpE,Fq.

2. F pE,Fq is a subspace of BpE,Fq and F pE,Fq ĂKpE,Fq.

Theorem 2.9. : Let E and F be Banach spaces. Then, if T PKpE,Fq, then T is of finite rank if
and only if RpTq is closed .

§Proof:
Clearly, each finite-rank operator has closed range.

For the converse, let T : E Ñ F be compact and RpTq closed. By the open mapping

theorem, there is a positive constant k with TBE Ą k.BRpTq. Since T is compact, we

conclude that k.BRpTq is compact. Hence dim RpTq ă 8 .

�

Let E and F be two Banach spaces and EbF be the algebraic completion of the tensor

product of E and F. The tensor product of T P BpEq and S P BpEq on EbF is the operator

defined as

pTbSqp
ÿ

i

xi b yiq “
ÿ

i

Txi bSyi ,

for each
ř

i xi b yi P EbF.

Now let u P F and f P E1, we define

pub f qpxq “ f pxqu, f or all x P E,

we can observe that ub f is bounded linear manifold, with }pub f qpxq} “ }f } }u}}x}.

The operators T P BpE,Fq of finite-rank , with rankpTq “ 1 writes from the form T “
ub f .
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Example 2.19. : Let E, F be Banach spaces, x1 P E1 and y P F. Denote by y b x1 : E Ñ E the
operator defined by

pyb x1qx “ xx,x1yy px P Eq.

Obviously, }yb x1} “ }y}.}x1} and dimRpyb x1q “ 1.
Finite-rank operators are precisely finite linear combinations of operators of this form.
Operators that can be expressed as

ř8
i“1 yibx

1
i for some yi P F and x1i P E1 with

ř

i }yi}}x
1
i} ă

8 are called nuclear. It is easy to see that nuclear operators are norm-limits of finite-rank opera-
tors and therefore they are compact. Nuclear operators acting on E form a non-closed two-sided
ideal.

The next theorem shows that the compactness of dual map.

Proposition 2.5. (Schauder theorem): If T P BpE,Fq ,λ PK, then:

T is compact operator if and only if T1 is also compact operator.

§Proof:
Suppose that T is compact and let ε ą 0. We must show that there exists a finite subset

ty11, ..., y
1
pu Ă BF1 such that for every y1 P BF1 there exists r, 1ď r ď p with }T1y1´T1y1r} ď ε.

Since T is compact, there exists a finite subset tx1, ...,xnu Ă BE such that mint}Tx´
Txj} : 1ď j ď nu ď ε

3 for every x P BE.

The set tpxTx1, y
1y, ...,xTxn, y1yq : y1 P BF1u is a bounded subset of C

n, therefore there

exists a finite subset ty11, ..., y
1
pu of BF1 such that for each y1 P BF1 there exists r P t1, ...,pu

with the property

|xTxj , y
1
´ y1ry| ď

ε
3

p1ď j ď nq. (2.3)

We show that ty11, ..., y
1
pu is the required subset of BF1

Let y1 P BF1 . Find r P t1, ...,pu with (2.3). Let x P BE. Then there is a j P t1, ...,nu such

that }Tx´Txj} ď ε
3 and we have

|xx,T1y1y´ xx,T1y1ry| ď |xx´ xj ,T
1y1| ` |xxj,T1py1´ y1rqy| ` |xxj ´ x,T

1y1ry|

“ |xTx´Txj , y1y| ` |xTxj , y1´ y1ry| ` |xTxj ´Tx,y1ry| ď ε.

Thus

}T1y1´T1y1r} “ sup|xx,T1y1´T1y1ry| : x PP BE ď ε

and T1 is compact.
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Suppose now that T1 is compact. Then T2 is compact and so is T “ T2
zE, since TBE “

T2pBE2 XEq Ă T2BE2 , which is compact.

�

Example 2.20. : By Example2.3 and Example2.16, then

pT1xqqpsq “
ż b

a
kpt, sqxptq dt x P Cra,bs,

is also compact operator.

In the sequel we will need the following important lemma.

Lemma 2.2. ([25], Lemma 10.2)(Riesz lemma): Let M be a proper closed subspace of a
normed space E. Then for every 0ă δ ă 1 there exists a vector xδ P E such that }xδ} “ 1 and

}y´ xδ} ě δ for all y PM.

§Proof:
Let y P E such that y RM. Set ρ “ inf

xPM
}x´ y} and let pxnq be a sequence such that

}xn´y} ÝÑ ρ as nÝÑ8. Since M is closed we have ρ ą 0. Now, if 0ă δ ă 1 then ρ{δ ą ρ,

hence there exists z PM such that 0 ă }z´ y} ď ρ{δ. Setting γ “ 1
}z´y} and xδ “ γpy ´ zq

we then obtain }xδ} “ 1. Since p 1
γ qx` z PM and γ ě δ{ρ it then follows that

}x´ xδ} “ γ}p
1
γ
x` zq´ y} ě

δ
ρ
.ρ “ δ,

as desired.

�

Riesz4 Lemma has many important consequences. One of the most important is that the

Bolzano5Weiestrass6 theorem.

Theorem 2.10. (Bolzano-Weiestrass theorem) : Suppose that E is a normed vector space.
Then every bounded sequence contains a convergent subsequence precisely when the space E is
finite-dimension.

§Proof:
See [25]. Theorem 10.1 . p 58.

4Frigyes Riesz was Hungarian mathematician . 22 January 1880- 28 February 1956.
5Bernard Bolzano was a Bohemain mathematician. 5 October 178166 18 December 1848.
6Karl Theodor Wilhelm Weiestrass was a German mathematician . 31 October 1815- 19 February 1897.
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�

Theorem 2.11. : If T PKpEq and λ PCzt0u, then RpλI´Tq is closed.

§Proof:
We can suppose λ “ 1 since λI´ T “ λpI ´ 1

λTq and 1
λT is compact. To show that

RpI´Tq is closed, set S“ I´T. We show that yn “ SxnÑ y implies y PRpSq. Let

λn “ inf
uPKerS

}xn´u}.

Then for every n there exists un P KerS such that }xn ´ un} ď 2λn and if we set vn “

xn ´ un then yn “ Svn and }vn} ď 2λn. We claim that the sequence pvnq is bounded.

Suppose that pvnq is unbounded. Then it contains a subsequence, which will be denoted

again by pvnq, such that }vn} Ñ 8. If we set wn “
vn
}vn}

, it easily follows that Swn Ñ 0.

Since }wn} “ 1, the compactness of T implies the existence of a convergent subsequence of

pTwnq. Let pTwnjq be such a sequence and say that Twnj Ñ z. Clearly,

wnj “ pI´Tqwnj `Twnj “ Swnj `Twnj Ñ z.

Consequently, Sz “ lim Swnj “ 0, thus z P KerS. An easy estimate yields

}wn´ z} “ }
xn´un´ z
}vn}

} “
1
}vn}

}xn´pun`}vn}zq} ě
λn
}vn}

,

and this is impossible, since wnj Ñ z. Thus, pvnq is bounded and since T is compact

then pTvnq contains a convergent subsequence pTvnjq. From vnj “ Svnj `Tvnj “ ynj `Tvnj
we see that pvnjq converges to some v P E, so that

y “ lim yn “ lim ynj “ lim vnj “ Sv PRpSq,

thus RpSq “RpλI´Tq is closed.

�

Proposition 2.6. : Suppose that T and S are commuting bounded linear operators on the
Banach space E. If T´S is compact and T is onto, then S has finite descent.

§Proof:
For each nonnegative integer k, the range, RpSkq, has finite codimension and the map

induced by T on E{RpSkq is onto. Therefore this induced map is one-to-one, so that the

kernel KerT Ď RpSkq. Since T is onto, there is a positive number δ for which }Tx} ą
δ.distpx,KerTq for all x in E. Suppose that x belongs to E and z belongs to RpSkq;
then TpRpSkqq “ RpSkTq “ RpSkq so there is a y in RpSkq with Ty “ z. Thus we have
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}Tx´ z} “ }Tpx´ yq} ą δ.distpx´ y,KerTq ą δ.distpx,RpSkqq, since KerT ĎRpSkq. Since this

holds for all z in RpSkq, we obtain

distpTx,RpSkqq ą δ.distpx,RpSkqq,

Suppose S had infinite descent. Then there would be a bounded sequence txnuwithxn P

RpSq and distpxn,RpSk`1qq ě 1. Let K “ T´ S and suppose m ą n. Then Kxm ´Kxn “
pK`pT´Kqxnq´Txn. So that

}Kxm´Kxn} ą distpTxn,RpSn`1
qq ą δ.distpxn,RpSn`1

qq ą δ.

But this contradicts the compactness of K, so S must have finite descent.

�

Proposition 2.7. : Suppose that T and S are commuting bounded linear operators on the
Banach space E. If T´S is compact and T is bounded below, then S has finite ascent.

§Proof:
See [8] .Lemma 5.1 . p 332 .

�

The next results show us the Fredholm alternative properties.

Lemma 2.3. : If T PKpEq, E Banach space, then ascpλI´Tq ă 8 for all λ‰ 0.

§Proof:
Fix λ PCtu By contradiction, let us suppose that KerpλI´Tn´1q is a proper subspace of

KerpλI´Tnq for every n PN. (where pλI´T0q “ I) Applying Riesz’s lemma, we can infer

that for every n PN there exists xn P KerpλI´Tnq such that }xn} “ 1 and distpxn,KerpλI´
Tn´1q. Note that:

| λ |´1‖ Txn´Txm ‖ “| λ |´1‖ λxn´pλI´Tqxn`pλI´Tqqxm´λxm ‖
“‖ xn´pλ´1pλI´Tqxn´λ´1pλI´Tqxm` xmq ‖ě 1

2 .

For every n,m PN, with n¿m, since λ´1pλI´Tqxn´λ´1pλI´Tqxm`xm P KerpλI´Tn´1q

This implies that no convergent subsequence of pTqxnqnPN exists, which is a contradiction,

since T PKpEq and pxnqnPN is a bounded sequence. We thus conclude that ascpλI´Tq ă 8.

�

Lemma 2.4. : If T PKpEq, E Banach space, then dscpλI´Tq ă 8 for all λ‰ 0.
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§Proof:
In a completely similar way of Lemma2.3 proof, we can show that dscpλI´Tq ă 8.

�

Corollary 2.6. : If T P KpEq, E Banach space, then ascpλI´ Tq “ dscpλI´ Tq ă 8 for all
λ‰ 0.

§Proof:
The result follows immediately by Theorem 1.5.

�

Lemma 2.5. : If T PKpEq and λ PCzt0u, then αpλI´Tq ă 8.

§Proof:
We can suppose λ “ 1 since λI´ T “ λpI ´ 1

λTq and 1
λT is compact. If pxnq is a

bounded sequence in KerpλI´Tq we have Txn “ xn. Since T is compact then there exists a

convergent subsequence of pTxnq “ pxnq, so from Bolzano-Weiestrass theorem we deduce

that KerpI´Tq is finite-dimensional.

�

Corollary 2.7. : If T PKpEq and λ PCzt0u, then βpλI´Tq ă 8, and indpλI´Tq “ 0.

§Proof:
The result follows immediately by Theorem 1.8 .

�

Theorem 2.12. : If T PKpEq and λ PCzt0u, then

αpλI´Tq “ αpλI´T1q

“ βpλI´Tq “ βpλI´T1q.

§Proof:
By Proposition 2.1 and Proposition 2.11, then

αpλI´Tq “ βpλI´T1q and βpλI´Tq “ αpλI´T1q.

By the preceding theorem, we have αpλI´Tq “ βpλI´Tq,Hence

αpλI´Tq “ αpλI´T1q “ βpλI´Tq “ βpλI´T1q.
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�

Remark 2.11. : If T PKpEq, then indpλI´Tq “ indpλI´T1q “ 0.

Corollary 2.8. : If T PKpEq and λ PCzt0u, then

αpλI´Tnq “ αpλI´T1nq

“ βpλI´Tnq “ βpλI´T1nq.

Remark 2.12. : If T PKpEq, λ PCzt0u and KerpλI´Tq “ t0u then RpλI´Tq “ E.

2.4 The Kato decomposition property

In this section, we will study two important invariant subspace . As in the previous sec-

tion, let E, F be tow Banach spaces, and T P BpEq.

2.4.1 About analytic core and quasi-nilpotent part of an operator.

The following subspace is in a certain sense, the analytic counterpart of the algebraic core

CpTq.

Definition 2.13. : Let E be a Banach space and T P BpEq. The analytical core of T is the set
KpTq of all x P E such that there exists a sequence punq Ă E and a constant δ ą 0 such that

1. x “ u0, Tun`1 “ un for every n PZ`;

2. }un} ď δn}x} for every n PZ`.

We now introduce another important invariant subspace.

Definition 2.14. : Let T P BpEq, E a Banach space. The quasi-nilpotent part of T is defined to
be the set

H0pTq :“ tx P E : lim
nÑ8

}Tnx}1{nu “ 0.

Remark 2.13. :
Clearly KpTq and H0pTq are linear subspace of E, generally not closed.
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In the following theorems we collect some elementary properties of KpTq and H0pTq.

Theorem 2.13. : Let T P BpEq, E a Banach space. Then:

1. KpTq is a linear subspace of E;

2. TpKpTqq “ KpTq;

3. KpTq Ď CpTq.

§Proof:
(1) It is evident that if x P KpTq then λx P KpTq for every λ P C. We show that if x,y P

KpTq then x` y P KpTq. If x P KpTq there exists δ1 ą 0 and a sequence punq Ă E satisfying

the condition (1) and which is such that }un} ď δn1}x} for all n P Z
`. Analogously, since

y P KpTq there exists δ2 ą 0 and a sequence pvnq Ă E satisfying the condition (1) of the

definition of KpTq and such that }vn} ď δ
n
2}y} for every n PN .

Let δ “maxtδ1,δ2u. We have

}un` vn} ď }un}` }vn} ď δ
n
1}x}` δ

n
2}y} ď δ

n
p}x}` }y}q.

Trivially, if x` y “ 0 there is nothing to prove since 0 P KpTq. Suppose then x` y ‰ 0

and set

µ“
}x}` }y}

}x` y}

Clearly µě 1, so µě µn and therefore

}un` vn} ď pδq
nµ}x` y} ď pδµqn}x` y} for all n PZ`,

which shows that also the property (2) of the definition of KpTq is verified for every sum

x` y, with x,y P KpTq. Hence x` y P KpTq, and consequently KpTq is a linear subspace of

E.

The proof (2) of is analogous to that of Theorem1.4, whilst (3) is a trivial consequence

of (2) and the definition of CpTq.

�

Proposition 2.8. : For every T P BpEq, E a Banach space, we have:

1. KerpTmq ĎN8pTq ĎH0pTq for every m PN;

2. x PH0pTq ô T x PH0pTq;

3. KerpλI´TqXH0pTq “ 0 for every λ‰ 0.
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§Proof:
(1). If Tmx “ 0 then Tnx “ 0 for every něm.

(2). If x0 P H0pTq from the inequality }TnTx} ď }T}}Tnx} it easily follows that Tx P
H0pTq. Conversely, if Tx PH0pTq from

}Tn´1Tx}1{n´1
“ p}Tnx}1{nqn{n´1,

we conclude that x PH0pTq.
(3). If x ‰ 0 is an element of KerpλI´Tq then Tnx “ λnx, so

lim
nÑ8

}Tnx}1{n “ lim
nÑ8

| λ | }x}1{n “| λ |

and therefore x RH0pTq.

�

Theorem 2.14. : Suppose that T P BpEq. Then we have

1. If M is a closed subspace of E such that TpMq “M then MĎ KpTq;

2. If CpTq is closed then CpTq = KpTq.

§Proof:
(1) . Let T0 : M ÝÑM denote the restriction of T on M. By assumption M is a

Banach space and TpMq “M, so, by the open mapping theorem, T0 is open. This means

that there exists a constant δ ą 0 with the property that for every x PM there is u PM
such that Tu “ x and }u} ď δ}x} .

Now, if x PM, define u0 “ x and consider an element u1 PM such that

Tu1 “ u0 and }u1} ď δ}u0}.

By repeating this procedure, for every n PN we find an element un PM such that

Tun “ un´1 and }un} ď δ}un´1}.

From the last inequality we obtain the estimate

}un} ď δ
n}u0} “ δ

n}x} for every n PN,

so x P KpTq. Hence MĎ KpTq.

(2) . Suppose that CpTq is closed. Since CpTq “ TpCpTqq the first part of the theorem

shows that CpTq Ď KpTq, and hence, since the reverse inclusion is always true, CpTq “ KpTq.

�
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Theorem 2.15. ([4], Theorem 1.24): Let T P BpEq, E a Banach space, be Kato. Then CpTq is
closed and

CpTq “ KpTq “R8pTq.

§Proof:
The semi-regularity7 of T gives, by definition, KerT Ď RpTnq for all n PN. Hence by

Proposition1.5 we have R8pTq “ CpTq. By Corollary2.4 Tn is Kato for all n P N, so

RpTnq is closed for all n P N and hence R8pTq “
Ş8
n“1RpTnq is closed. By part (2) of

Theorem 2.14 then we conclude that KpTq coincides with CpTq.

�

Theorem 2.16. : For every bounded operator T P BpEq, E a Banach space, we have:

H0pTq Ď
K KpT1q and KpTq ĎK H0pT

1
q.

§Proof:
Consider an element u P H0pTq and f P KpT1q. From the definition of KpT1q we know

that there exists δ ą 0 and a sequence pgnq, n PZ` of E1 such that

g0 “ f , T1gn`1 “ gn and }gn} ď δ
n}f },

for every n PZ`. These equalities entail that f “ pT1qngn for every n PZ`, so that

f puq “ pT1qngnpuq “ gnpTnuq f or every n PZ`.

From that it follows that | f puq |ď }Tnu} }gn} for every n PZ` and therefore

| f puq |ď δn}f } }Tnu} f or every n PZ`. (2.4)

From u PH0pTq we now obtain that lim
nÑn

}Tnu}1{n “ 0 and hence by taking the n-th root

in (2.4) we conclude that f puq “ 0. Therefore H0pTq ĎK KpT1q.
The inclusion KpTq ĎK H0pT1q. is proved in a similar way.

�

2.4.2 The generalized Kato decomposition

We introduce an important property of decomposition for bounded operators which in-

volves the concept of Kato operators.

7The semi-regular is an identical term for kato operator
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Recall that spectral radius of T denoted rpTq, is given by

rpTq :“ inf
nPN

}Tn}1{n “ lim
nÑ8

}Tn}1{n.

Definition 2.15. T P BpEq is said to be quasi-nilpotent if its spectral radius

rpTq :“ inf
nPN

}Tn}1{n “ lim
nÑ8

}Tn}1{n “ 0.

Example 2.21. : An example of quasi-nilpotent element is T : `2 Ñ `2 given by

Tpx1,x2, ...q “ p0,
x1

2
,
x2

4
, ...,

xn
2n
, ...q.

With }Tn}1{n ď
1

2
pn`1q

2

. Thus , since
1

2
pn`1q

2

goes to zero as n increases. Therefore, rpTq :“

inf
nPN

}Tn}1{n “ 0.

Definition 2.16. : An operator T P BpEq, E a Banach space, is said to admit a generalized Kato
decomposition, abbreviated as GKD, if there exists a pair of T-invariant closed subspaces pM,N q
such that E“M ‘N , the restriction T|M is Kato and T|N is quasi-nilpotent.

Example 2.22. : Clearly, every Kato operator has a GKD M “ E and N “ t0u. and a quasi-
nilpotent operator has a GKD M “ t0u and N “ E, Kato type operators. In addition to essen-
tially Kato operators with N is finit-dimensional and T{N is .

Example 2.23. :Riesz operator. If T is a Riesz operator then T“ T1‘T2, with T1 is compact
and T2 is quasi-nilpotent operator.

Quasi-polar and polar operator. If T P BpEq is said to be quasi-polar (resp: polar) operator if
there is a projection P commuting with T for which T has a matrix representation :

T“

˜

T1 0

0 T2

¸

: RpTq‘KerTÝÑRpTq‘KerT.
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Notes 2.1. : A relevant case is obtained if we assume in the definition above that T|N is nilpotent,
there exists d P N for which ( T|N ) d “ 0 . In this case T is said to be of Kato type of operator
of order d.

An operator is said to be essentially Kato if it admits a GKD pM,N q such that N is finite-
dimensional. Note that if T is essentially Kato then T|N is nilpotent, since every quasi-nilpotent
operator on a finite dimensional space is nilpotent.

Hence we have the following implications:

T Kato ñ T essentially Kato ñ T of Kato type ñ T admits a GKD.

Remark 2.14. : If (M,N) is a GKD for T P BpEq. Then we have:

1. KpTq “ KpT{Mq and KpTq is closed;

2. KerT{M “ KerTXM “ KpTqXKerT.

Theorem 2.17. ([4], Theorem 1.43 ): Assume that T P BpEq, E a Banach space, admits a GKD
pM,N q. Then pNK,MKq is a GKD for T1. Furthermore, if T is of Kato type then T1 is of Kato
type

§Proof:
Suppose that T has a GKD pM,N q. Clearly both subspaces NK and MK are invariant

under T1. Let PM denote the projection8 of E onto M along N . Trivially, P 1M
is idempotent and from the equalities M “RpPMq, N “ KerPM we obtain that

RpP 1Mq “ pKerPMq
K
“NK and KerP 1M “ rRpPMqs

K
“MK.

Hence

E1 “RpP 1Mq‘KerP 1M “N
1
‘M 1.

Now, if PN :“ I´PM then TPN “ PNT is quasi-nilpotent and therefore also T1P 1N “ P
1
NT1

is quasi-nilpotent, from which we conclude that the restriction T1
|MK

is quasi-nilpotent.

To end the proof of the first assertion we need only to show that T1
|NK

is Kato, that is

T1pNKq is closed and KerpT1
|NK
qn Ď T1pNKq for all positive integer n PN.

From assumption TpMq “ RpPMq is closed, and therefore, by Corollary ??, RpP 1Mq is

closed. From the equality T1P 1M “ P
1
MT1 it then follows that

RppTPMq1q “RpT1P 1Mq “ T1pNKq.

is closed. Furthermore, for all n PN we have

8We said that PM is projection or idempotent, if P 2
M “ PM .
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KerpT1
|NKq

n
“ KerpT1qnXNK “RpTnqKXNK “ rRpTnq`N sK.

From the equalities

KerpTPMq “ KerT|M `N ĎRpTnq`N ĎRpTnq`N,

we then conclude that

KerpT1
|NKq

n
“ rRpTnq`N sK Ď rKerpTPMqs

K
““RpT1P 1Mq “ T1pNKq,

for all n PN, thus T1
|NK

is Kato. This shows that if T has a GKD pM,N q then T1 has

the GKD pNK,MKq. Evidently, if additionally T|N is nilpotent then T|MK is nilpotent, so

that T1 is of Kato type.

�

Remark 2.15. : If T P BpEq is quasi-nilpotent if and only if H0pTq “ E.

The next result describes the quasi-nilpotent part of an operator T which admits a GKD.

Corollary 2.9. ([4], Corollary 1.69): Assume that T P BpEq, E a Banach space, admits a GKD
pM,N q. Then

H0pTq “H0pT{Mq‘H0pT{N q “H0pT{Mq‘N.

§Proof:
We know that N “ H0pT{N q. The inclusion H0pTq Ě H0pT{Mq ` H0pT{N q is clear. In

order to show the opposite inclusion, consider an arbitrary element x P H0pTq and let

x “ u ` v, with u P M and v P N . Evidently N “ H0pT{N q Ď H0pTq. Consequently u “

x ´ v P H0pTq XM “ H0pT{Mq and hence H0pTq Ď H0pT{Mq ` H0pT{N q. Clearly the sum

H0pT{Mq`N is direct since M XN “ t0u.

�

2.5 Basics of closed operators on Banach spaces

Let E and F be Banach spaces (over the complex numbers). By a subspace of E or F
we shall always mean a linear subspace, not necessarily closed. Let T be a linear operator

(either bounded or not) with domain DpTq Ă E and range RpTq Ă F. This implies that DpTq
and RpTq are linear subspaces, but we do neither assume that DpTq is a closed subspace
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of E nor that DpTq is dense in E. The subspace GpTq “ tpx,Txq : x PDpTqu of the product

space EˆF is called the graph of T.

Given the positive constants α and β, the product space Eˆ F is a Banach space with

respect to the norm }px,yq} “ α}x}`β}y}. Evidently, the norm topology in EˆF induced by

}px,yq} is identical to the product topology in EˆF. The following definition is well-known.

Definition 2.17. : The linear operator T with domain DpTq Ă E and range RpTq Ă F is said
to be closed whenever GpTq is a closed subspace of Eˆ F. Equivalently, T it closed whenever it
follows from xn PDpTq for n“ 1,2, ...,xnÑ x and TxnÑ y that x PDpTq and Tx “ y.

The set of all closed operators from E to F will be denoted by CpE,Fq. Also we write

CpE,Eq “ CpEq.
In particular, every T P BpE,Fq is closed : BpE,Fq Ă CpE,Fq.

Example 2.24. : (Differential Operator) Let E “ F “ Cr0,1s and let C1r0,1s be the subspace
of E consisting of the functions with continuous first derivatives. Define the linear differential
operator T mapping C1r0,1s into F by pTxqptq “ x1ptq, t P r0,1s. T is closed; for if xnÑ x and
Txn Ñ y, then txnu converges uniformly to x and tx1nu converges uniformly to y on r0,1s.
It follows from taking antiderivatives of x1n and y that x is in C1r0,1s and that Tx “ x1 “ y

on r0,1s. Thus T is closed. However, T is unbounded, since the sequence txnptqu “ ttnu has the
properties }Txn} “ n and }xn} “ 1.

Remark 2.16. :

1. If T is injective and closed, then T´1 is closed.

2. The null manifold of a closed operator is closed.

3. If DpTq is closed and T is continuous, then T is closed.

4. The continuity of T does not necessarily imply that T is closed. Conversely, T closed does
not necessarily imply that T is continuous. This statement can be verified by the following
example.

Example 2.25. : Let DpTq be any proper dense subspace of E “ F and let T be the identity
map. T is obviously continuous but not closed.
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Theorem 2.18. : A closed operator T from E to F with domain E is bounded. In other words,
T P CpE,Fq and DpTq “ E imply T P BpE,Fq.

§Proof:
See [9]. Theorem 5.20. p 166.

�

The linear operator T1 with domain DpT1q Ă E and range RpT1q Ă F is called an

extension of T if DpTq Ă DpT1q and T1x “ Tx for all x P DpT1q. If, in addition, T1 is a

closed linear operator, then T1 is called a closed linear extension of T.

Definition 2.18. : An operator T is called closable if it has a closed extensions . the smallest
closed extensions of T whose graph equals GpTq is denoted by T and called the closure of T .
Every closable has a closure.

Remark 2.17. : The product of closed ( resp: closable ) operator T, with bounded operator S give
a closed (resp : closable) operator TS, and DpTSq “

!

x PDpSq : Tx PDpTq
)

. But the product
of two closed operator need not be closed operator .

Example 2.26. : Let E “ Cr0,1s, T “ f 1 with DpTq “ C1r0,1s, and ϕ P Cr0,1s such that
ϕ “ 0 on r0,1{2s. Define S P BpEq by Sf “ ϕf for all f P E. Then the operator ST
with DpSTq “ DpTq is not closed .To see this take functions fn P DpTq such that fn “ 1 on
r1{2,1s and fnÑ f P E with f R C1r0,1s. Then STfn “ ϕf 1n “ 0 converges to 0, but f RDpTq.

Definition 2.19. :( The adjoint operator): Let the domain of T be dense in E. The Adjoint T1

of T is defined as follows.
DpT1q “

!

y1 P F1 , y1 T continuouson DpTq
)

. For y1 P DpT1q, let T1 be the operator which takes

y1 PDpT1q to y1T , where y1T is the unique continuous linear extension of y1T to all of E.
DpT1q is a subspace of F1, and T1 is linear.
T1y1 is taken to be y1T rather than y1T in order that RpT1q be contained in E1.

Example 2.27. : Let E“ F“ `p, 1ď p ă8, and let

u1 “ p1,0,0, ...q, u2 “ p0,1,0, ...q, ......etc.

be the unit vectors in `p. Define T by
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DpTq “ spantuku.

Tpx1,x2, ...,xn,0,0, ...q “
´

ÿ

j

xj ,x2,x3, ...,xn,0,0, ...
¯

.

Suppose y1 “ pa1, a2, ...q PDpT1q. Then for k ě 1,

| y1Tuk |“| a1k´ ak |ě| a1 | k` | ak |ě| a1 | k´}y
1
}.

Since }uk} “ 1andy1T is bounded on DpTq, a1 “ 0. Also, any element p0,b1,b2, ...q P `
p1 “ `1p

is in DpT1q. Hence the domain of T1 consists of all the elements in `p1 which have zero as their
first term. Suppose T1y1 “ pc1, c2, ...q, where y1 “ p0, a2, a3, ...q PDpT1q. Then

ck “ T1y1uk “ y
1Tuk “ ak k ě 2.

and c1 “ 0. Thus T1y1 “ y1.

Example 2.28. : Let T :DpTq Ď L2ra,bs Ñ L2ra,bs defined by

Tx “ x1, x PDpTq,

where

DpTq :“
!

x P L2
ra,bs : x absolutely continuous, xpaq “ 0 and x1 P L2

ra,bs
)

.

It can shown that DpTq is dense in L2ra,bs. Taking

Y0 :“
!

y P L2
ra,bs : y absolutely continuous, ypbq “ 0 and y1 P L2

ra,bs
)

.

we see that for x PDpTq and y P Y0,

xTx,yy “
ż b

a
x1ptqyptqdt “ ryptqxptqsba ´

ż b

a
y1ptqxptqdt “ xx,zy,

where z “´y1. Thus, T1y “´y1 with DpT1q :“ Y0.

Theorem 2.19. ([28], II. 2.6 Theorem.): T1 is a closed linear operator in F1.

§Proof:
Suppose y1n Ñ y1 and T1y1n Ñ x1. Then for each x P DpTq, y1nTxÑ y1Tx and y1nTx “

T1y1nx Ñ x1x. Thus y1T “ x1 on DpTq. Hence, by the definition of T1, y1 P DpT1q and

T1y1 “ x1. Therefore T1 is closed.
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�

Remark 2.18. : DpT1q “ F1 if and only if T is continuous. If that is the case, then T1 is also
continuous and }T1} “ }T} .

We can see that, the notion of a closed linear operator is an extension of the notion of a

bounded linear operator. Therefore, most of concepts previously mentioned in section1.2
apply with closed linear operators. For further clarifications see [27] and [28].

Proposition 2.9. : Suppose that T1 is a linear extension of T such that 8 ą n “

dimDpT1q{DpTq.

1. If T is closed, then T1 is closed;

2. If T has a closed range, then T1 has a closed range;

3. If T has an index, then indpT1q “ indpTq`n.

§Proof:
(1) .By hypothesis, DpT1q “DpTq‘N, where N is a finite-dimensional subspace. Hence,

GpT1q “ GpTq `Z, where GpTq and GpT1q are the graphs of T and T1, respectively, and

Z “ tpn,T1nq : n P Nu. Thus, if GpTq is closed, then GpT1q is closed, since Z is finite-

dimensional.

(2). If RpTq is closed, then RpT1q is closed, since

RpT1q “RpTq`T1pNq

and T1pNq is finite-dimensional.

(3). It is easy to see that it suffices to prove (3) for the case when n “ 1. Suppose that.

DpT1q “DpTq‘ spantxu, for some x PDpT1q Then T1X “ TX‘V, where V “ spantT1x1u

when T1x RRpTq or V“ t0u when T1x PRpTq.
If T1x R RpTq, then it is easy to verify that βpTq “ βpT1q ` 1 and that RpTq “ RpT1q.

Therefore, indpT1q “ indpTq` 1.

If T1x P RpTq, then RpTq “ RpT1q and there exists a z P DpTq such that Tz “ T1x.

Hence, RpTq “RpT1q‘ spantx´ zu. Thus αpTq “ αpT1q` 1 and indpT1q “ indpTq` 1.

�

Definition 2.20. : The linear operator S is said to be bounded with respect to T If

1. DpTq ĂDpSq Ă E and RpSq Ă F;

2. there exist positive constant α and β, such that }Sx} ď α}x}` β}Tx} for all x PDpTq.
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Definition 2.21. : The linear operator S is said to be a finite perturbation of T, if S is bounded
with respect to S and if the range RpSq is finite dimensional.

Theorem 2.20. : Let T be a closed linear operator with domain DpTq in E and range RpTq
in F, and let S be a finite perturbation of T. Then T`λS is a closed linear operator for all λ
such that

1. for each λ the range RpT`λSq is closed if and only If the range RpTq is closed,

2. αpT`λSq and βpT`λSq are constant except for a finite number of value of λ.

§Proof:
See[27] Theorem 19.6. p 67.

�

Definition 2.22. : A closed linear operator with closed range is called also normally solvable.

Remark 2.19. : Let DpTq Ă DpSq, and T is normally solvable and has an index. with }S} ď
γpTq then

• T`S is normally solvable;

• αpT`Sq ď αpTq; βpT`Sq ď βpTq.

• indpT`Sq “ indpTq.



CHAPTER 3

FREDHOLM THEORY

We now introduce some important classes of operators in Fredholm theory. Let E and F
are Banach spaces. In the sequel, for every bounded operator T P BpE,Fq, we shall denote

by αpTq the nullity of T, defined as αpTq :“ dimKerT whilst the deficiency βpTq of T is

defined βpTq :“ codimRpTq, with same definition in chapter 1.

3.1 Fredholm and semi-Fredholm operators and Perturba-

tions

Consider the Calkin1 algebra BpEq{KpEq the quotient algebra of BpEq modulo the ideal

KpEq of all compact operators. If dim E ă 8, then all operators are compact, and so

BpEq{KpEq is trivially null. Thus if the Calkin algebra is brought into play, then the space

E is assumed infinite-dimensional (i.e., dimE “ 8q. Since KpEq is a subspace of BpEq,
then BpEq{KpEq is a unital Banach algebra whenever E is infinite-dimensional. Moreover,

consider the natural map (or the natural quotient map) π : BpEq Ñ BpEq{KpEq which is

defined by

πpTq “ rTs “
!

S P BpEq : S“ T`K f or some K PKpEq
)

“ T`KpEq.

for every T P BpEq. The origin of the linear space BpEq{KpEq is

r0s “KpEq P BpEq{KpEq,

the kernel of the natural map π is

Kerpπq “
!

T P BpEq : πpTq “ r0s
)

“KpEq Ď BpEq,

1John Williams Calkin, American mathematician. 11 October 1909- 5 August 1964.
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and π is a unital homomorphism. Indeed, since KpEq is an ideal of BpEq,

πpT`T1q “ pT`T1q`KpEq “ pT`KpEqq` pT1`KpEqq “ πpT`πpT1q,

πpTT1q “ pTT1q`KpEq “ pT`KpEqpT1`KpEqq “ πpTqπpT1q,

for every T,T1 P BpEq, and πpIq “ rIs is the identity element of the algebra BpEq{KpEq.
Furthermore, the norm on BpEq{KpEq is given by } rT s } “ inf

KPKpEq
K PKpEq Ď }T`K} ď }T},

so that π is a contraction.

Now we defined the following sets.

Definition 3.1. : Given two Banach spaces E and F, the set of all upper semi-Fredholm operators
is defined by

Φ`pE,Fq :“
!

T P BpE,Fq : αpTq ă 8 and RpTq closed
)

,

The set of all lower semi-Fredholm operators is defined by

Φ´pE,Fq :“
!

T P BpE,Fq : βpTq ă 8 and RpTq closed
)

,

The set of all semi-Fredholm operators is defined by

Φ˘pE,Fq :“ Φ`pE,FqYΦ´pE,Fq,

The class ΦpE,Fq of all Fredholm operators from E into F is defined by

ΦpE,Fq :“ Φ`pE,FqXΦ´pE,Fq.

If E “ F then Φ`pE,Fq, Φ´pE,Fq , Φ˘pE,Fq and ΦpE,Fq are replaced, respectively by

Φ`pEq, Φ´pEq , Φ˘pEq and ΦpEq .

Remark 3.1. :

• If T P BpE,Fq and RpTq is closed, we say that T is a semi-Fredholm operator if either
αpTq ă 8 or βpTq ă 8 .

• If T P BpE,Fq and RpTq is closed, we say that T is a Fredholm operator if either αpTq ă 8
and βpTq ă 8 .



3.1. FREDHOLM AND SEMI-FREDHOLM OPERATORS AND PERTURBATIONS 72

We again define the same previous concept, of the index that was studied in the previous

chapter.

Definition 3.2. : The index of a semi-Fredholm operator T P Φ˘pE,Fq is defined by

indpTq :“ αpTq´ βpTq.

Clearly, indpTq is an integer or ˘8 ( i.e: indpTq PZ“ZYt`8,´8u ) .

We fellow that Φ`pE,Fq and Φ´pE,Fq are open subsets of BpE,Fq and the index function

ind : T P Φ˘pEq ÝÑ indpTq PZ“ZYt`8,´8u,

is continuous and therefore constant on the connected components of the open set Φ˘pE,Fq.

Consequently , we have the function

αp.q : T P Φ`pEq ÝÑ αpTq PZ“ZYt8u,

βp.q : T P Φ´pEq ÝÑ βpTq PZ“ZYt8u.

Remark 3.2. : If T P BpE,Fq with closed rang, then we have

T P Φ`pE,Fq´Φ´pE,Fq ô indpTq “ `8,

T P Φ´pE,Fq´Φ`pE,Fq ô indpTq “ ´8,

T P ΦpE,Fq ô indpTq PZ.

Example 3.1. : The operator defined in Example 1.7 is a Fredholm, with zero index .

Example 3.2. :From the previous studies, we can provide these theoretical examples :

1. All operators which is invertible are Fredholm with zero index.

2. By section 2.1, if T PKpEq with λ‰ 0, then we have RpλI´Tq is closed and αpλI´Tq “
βpλI´Tq ă 8 . Then λI´T is Fredholm operator, with indpλI´Tq “ 0.
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In particularly. by Example 2.16 The classical Fredholm integral equation,

λf psq´
ż b

a
kps, tqf ptq dt “ gpsq paď s ď bq,

which we can write as pλI´Tqf “ g, gives a Fredholm operator of index 0 is a consequence
of the compactness of

pTf qpsq “
ż b

a
kps, tqf ptq dt paď s ď bq.

Theorem 3.1. : Upper and lower semi-Fredholm operators are dual each other, and we have

T P Φ`pE,Fq ô T1 P Φ´pE,Fq,

T P Φ´pE,Fq ô T1 P Φ`pE,Fq,

T P ΦpE,Fq ô T1 P ΦpE,Fq.

If T P Φ˘pEq, then indpT1q “ ´indpTq.

§Proof:
We have by Proposition2.1 that:

αpTq “ βpT1q and βpTq “ αpT1q.

So, the previous equivalences are verified, and indpT1q “ ´indpTq.

�

Example 3.3. : Going back to Example 2.5 and Example 2.10, we can see that the right shift
and left shift operators are adjoint with each other, and Fredholm fulfills Theorem3.1 , then

indpTlq “ 1 and indpTrq “ ´1.

With Tr and Tl , we can build a Fredholm operator whose index is equal to an arbitrary
prescribed integer. Indeed if

T“

˜

Tpr 0

0 Tql

¸

: `2
‘ `2

ÝÑ `2
‘ `2.

then T is Fredholm, αpTq “ q, βpTq “ p, and hence indpTq “ q´ p.
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Lemma 3.1. : Suppose that E , F and G are Banach spaces , let T P BpE,Fq and S P BpF,Gq.
Then we have

1. If T P Φ´pE,Fq and S P Φ´pF,Gq, then ST P Φ´pE,Gq and indpSTq “ indpTq` indpSq;

2. If T P Φ`pE,Fq and S P Φ`pF,Gq, then ST P Φ`pE,Gq and indpSTq “ indpTq` indpSq.

§Proof:
(1). Let F0 Ă F and G0 Ă G be finite-dimensional subspaces such that RpTq ` F0 “ F

and RpSq `G0 “ G. Then G “ G0` SpFq “ G0` SpRpTqq ` SpF0q “ RpSTq ` pG0` SpF0qq,

where dimpG0`SF0q ă 8. Thus ST P Φ´pE,Gq.
(2). If S,T are upper semi-Fredholm, then T1,S1 are lower semi-Fredholm and, by (1),

T1S1 is lower semi-Fredholm. Thus S,T is upper semi-Fredholm.

By Theorem 1.7 we have indpSTq “ indpTq` indpSq.

�

Corollary 3.1. : Suppose that E , F and G are Banach spaces , let T P BpE,Fq and S P BpF,Gq,
we have. If T P ΦpE,Fq and S P ΦpF,Gq, then ST P ΦpE,Gq and indpSTq “ indpTq` indpSq.

§Proof:
The result follows from part (1) and (2) of Lemma 3.1.

�

Lemma 3.2. : Suppose that E, F and G are Banach spaces, let T P BpE,Fq and S P BpF,Gq.
Then we have

1. If ST P Φ´pE,Gq then T P Φ´pF,Gq;

2. If ST P Φ`pE,Gq then S P Φ`pF,Gq.

§Proof:
(1). We have RpSq ĄRpSTq, so βpSq ď βpSTq ă 8.

(2). If ST is upper semi-Fredholm, then its adjoint pSTq1 “ T1S1 is lower semi-Fredholm,

so T1 is lower semi-Fredholm and T is upper semi-Fredholm.

�

Corollary 3.2. : Suppose that E, F and G are Banach spaces , let T P BpE,Fq and S P BpF,Gq,
we have. If ST P ΦpE,Gq then S P Φ´pF,Gq and T P Φ`pE,Fq.
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§Proof:
The result follows from part (1) and (2) of Lemma 3.2.

�

Remark 3.3. : If T P Φ`pEq (respectively, T P Φ´pEq) then Tn P Φ`pEq for every n P N

(respectively, Tn P Φ´pEq). Moreover indpTnq “ n indpTq.

Proposition 3.1. If T P Φ˘pEq then ascpTq “ dscpT1q and dscpTq “ ascpT1q.

§Proof:
If T P Φ˘pEq then Tn P Φ˘pEq, and hence the range of Tn is closed for all n. Analogously,

also T1n has closed range, and therefore for every n PN,

KerTn1 “RpTnqK,KerTn “K RpTn1q “K RpT1nq.

Obviously these equalities imply that ascpTq “ dscpT1q and dscpTq “ ascpT1q.

�

Let M and N be two closed linear subspaces of a Banach space E and define, if

M ‰ t0u,

δpM,N q :“ suptdistpx,N q :,x PM,}x} “ 1u,

while δpM,N q “ 0 if δpM,N q “ t0u. The gap between M and N is defined as

ΘpM,N q :“maxtδpM,N q,δpN ,Mqu.

It is clear that 0 ď ΘpM,N q ď 1, while ΘpM,N q “ 0 precisely when M “ N and

ΘpM,N q “ ΘpN ,Mq. Moreover, ΘpM,N q “ ΘpMK,N Kq. And if ΘpM,N q ă 1, then ei-

ther M and N are both infinite-dimensional or dimM“ dimN ă8.

Theorem 3.2. ([16], (4.2.1) Theorem): Let T P Φ`pEq. Then there exists a number ε ą 0 such
that S P BpEq and }S} ă ε implies T`S P Φ`pEq. Moreover,

αpT`Sq ď αpTq, and if βpTq “ 8 then βpT`Sq “ 8.

§Proof:
KerpTq is finite dimensional, so there exists a closed subspace Q such that

E“ KerpTq‘Q.
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Then T{Q “ TQ (recall TQ denotes the restriction of T to Q) is one to one and has closed

range RpTq, so T´1
Q is continuous and therefore bounded. Hence there exists δ ą 0 such

that }Tx} ď η }x} for all x PQ.

Let ε “ η
3 If S P BpEq with }Sx} ď ε, we have

0ď }Sx} ă ε }x} “ η
3}x} for all x PQ

From this we get

}pT`Sqx} ě }Tx}´ }Sx} ě η}x}´
η

3
}x} “

2η
3
}x}, f or all x PQ. (3.1)

So pT`Sq´1
Q exists and is continuous. Now T`S is one to one on Q and RrpT`SqQs

is closed. We must show that αpT ` Sq ă 8 and RpT ` Sq is closed. Let αpTq “ p.

Suppose KerpT`Sq had p` 1 linearly independent elements, x1,x2,x3, ...,xp`1, Then since

KerpT`SqXQ “ t0u we would have that x1,x2,x3, ...,xp`1 are linearly independent modulo

Q. Since E “ KerT‘Q, it follows that E{Q is p dimensional, so there cannot exist p` 1

elements of E which are linearly independent modulo Q. This contradiction implies that

αpT`Sq ď αpTq.
Now to show that RpT` Sq is closed. Since E “ rQ‘KerpT` Sqs `KerpTq, there exists

a finite dimensional subspace K such that

E“ rQ‘KerpT`Sqs‘KerpTq.

Therefore

RpT`Sq “ pT`SqK `pT`SqpQ‘KerpT`Sqq.

Since pT`SqK is finite dimensional, it remains to show that pT`SqpQ‘KerpT`Sqq is

closed. But this reduces to showing that pT`SqQ is closed and we noted this earlier.

Now to get that βpTq “ βpT`Sq if βpTq “ 8 .

}pT`Sqx} “ }Sx} ď ε}x} “
η

3
}x} ď

1
3
}Tx} f or all x P E,

and using (3.1) we get

}Tx´pT`Sqx} “ }Sx} ď }S} }x} ď
3}S}
2η

}pT`Sqx} f or all x P E,

Note that 3}S}
2η ă 3ε

2η “
1
2 for all, x PQ. So the above two inequalities give us an estimate of

the gap between R1 “RrpT`SqQs and R2 “RpTQq of ΘpR1,R2q ă
1
2 .

We get that

dimRK1 “ dimRK2 “ βpTq, since R2 “RpTq.
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Inasmuch as RpT`Sq “ R1‘W , where W is a suitable finite dimensional subspace, we

see that βpT`Sq “ 8 if βpTq “ 8.

�

Theorem 3.3. ([16], (4.2.2) Theorem): Analogously, if T P Φ´pEq then there exists a number
ε ą 0 such that for every S P BpEq with }S} ă ε we have T`S P Φ´pE,Fq and

βpT`Sq ď βpTq and if αpTq “ 8 then αpT`Sq “ 8.

§Proof:
Use the relationships between T and T1, and in the same way as the previous proof, we

find that the results are valid.

�

Remark 3.4. : The relation between minimum Modulus and upper, (resp :lower) semi-Fredholm
operators , as follows:

• If T P Φ`pE,Fq, then

γpTq “ supts ą 0 : αpT`Sq ď αpTq f or every S with }S} ă su.

• If T P Φ´pE,Fq, then

γpTq “ supts ą 0 : βpT`Sq ď βpTq f or every S with }S} ă su.

We also have the following results products of operators.

Theorem 3.4. ([35], Theorem 5.31): If T P BpE,Fq , S P BpF,Gq and ST P Φ´pE,Gq, then
S P Φ´pF,Gq .

§Proof:
Since dimRpSTqK ă 8, there is a subspace G0 such that dimG0 ă 8 and G “

RpSTq ‘G0. Since RpSq Ą RpSTq, we know that RpSq is closed and RpSqK Ă RpSTqK.

Thus, dimRpSqK ă8. Consequently, S P Φ´pF,Gq.

�
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Theorem 3.5. ([35], Theorem 5.32): If T P BpE,Fq, S P BpF,Gq and ST P Φ`pE,Gq, then
T P Φ`pE,Fq .

§Proof:
We merely note that T1S1 P Φ´pE1,G1q. Theorem 3.4 now implies that T1 P Φ´pF1,E1q,

which means that T P Φ`pE,Fq .

�

We remind again that, two closed subspaces E1, E2 of a Banach space E are called com-

plementary when E1XE2 “ t0u and E “ E1‘E2. Either subspace is called a complement

of the other. We say that a subspace E1 Ă E is complemented if it has a complement. Some

Banach spaces contain subspaces which are not complemented. We note, if E1 is a closed

complemented subspace of a Banach space E, then there is a bounded projection P on E
with RpP q “ E1 .

Theorem 3.6. ([35], Theorem 5.34): If T P Φ`pE,Fq and RpTq is complemented in F, then
there is an T0 P BpE,Fq such that T0T P ΦpEq.

§Proof:
Let P be a bounded projection from F to RpTq. There is a closed subspace E0 P E

such that

E“ E0‘KerT.

Then T has a bounded inverse pT from RpTq to E0. Let T0 “
pTP . Then T0 P BpE,Fq,

and

T0T“

#

I on E0,

0 on KerT.

Thus, T0T P ΦpEq.

�

Theorem 3.7. ([35], Theorem 5.35): If T P Φ´pE,Fq and KerT is complemented, then there is
an T0 P BpF,Eq such that TT0 P ΦpFq.

§Proof:
There is a finite dimensional subspace F0 P F such that

F“ F0‘RpTq.
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Let P be the bounded projection onto RpTq which vanishes on F0, and define T0 as

above. Then

TT0 “

#

I on RpTq,
0 on F0.

Thus, TT0 P ΦpEq.

�

Theorem 3.8. ([35], Theorem 5.36) : If T is in BpE,Fq, S is in BpF,Gq and ST P ΦpE,Gq,
then T P Φ`pE,Fq, and S P Φ´pF,Gq. Moreover, RpTq and KerS are complemented.

§Proof:
The first statement follows from Theorems 3.6 and Theorems 3.7. Consequently, there

is a closed subspace E0 Ă E such that

E“ E0‘KerT.

Let

F1 “RpTqXKerS, E1 “ T´1
pF1qXE0.

Since E1 Ă KerpSTq, dimE1 ď αpSTq ă 8. Since T is one-to-one from E1 onto F1, we

see that dimF1 “ dimE1 ă8. Hence, there are subs paces F2 ĂRpTq,F3 Ă KerS such that

RpTq “ F1‘F2, KerS“ F1‘F3.

We also know that

G“RpSTq‘G0,

where dimG0 ă8. Let G4 “RpSqXG0. Then

RpSq “RpSTq‘G4,

and there is a subspace G5 ĂG0 such that G0 “G4‘G5. Consequently

G“RpSTq‘G4‘G5, “RpSq “RpSTq‘G4.

Let g1, ..., g2 be a basis for G4. Then there are y1, ..., yn P F such that

Syj “ zj ,1ď j ď n.

Let F4 be the subspace of F spanned by y1, ..., yn. Then dimF4 ă dimG4 ă 8. We

note that
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F2XKerS“ t0u, F4XKerS“ t0u, F2XF4 “ t0u.

Thus,

KerSX rF2‘F4s “ t0u.

Since dim F4 ă 8, the subspace F2 ‘ F4 is closed. Let y be any element of F. Then

Sy PRpSq “RpSTq‘G4. Hence, there are z2 PRpSTq, z4 PG4 such that Sy “ z2`z4. There

are y2 P F2, y4 P F4 such that Sy2 “ z2, Sy4 “ z4. Then

Spy´ y2´ y4q “ Sy´ z2´ z4 “ 0.

Thus, py´ y2´ y4 P KerS, and consequently

F“ F2‘F4‘KerS.

This shows that KerS is complemented. Moreover,

F“ F2‘F4‘F1‘F3 “ F3‘F4‘RpTq,

showing that RpTq is also complemented.

�

Now we will define other Fredholm sets.

Definition 3.3. : The set of left invertible and right invertible operators are denoted by GlpEq
and GrpEq, respectively. Note that T is invertible, if T is left and right invertible. The set of left
Fredholm operators is defined by

ΦlpE,Fq “
!

T P BpE,Fq such that RpTq is closed, complemented subspaces and αpTq ă 8
)

;

and the set of right Fredholm operators is defined by

ΦrpE,Fq “
!

T P BpE,Fq such that KerT is complemented subspaces and βpTq ă 8
)

.

Thus, we have the following inclusions

ΦpE,Fq Ď ΦlpE,Fq Ď Φ`pE,Fq;

and

ΦpE,Fq Ď ΦrpE,Fq Ď Φ´pE,Fq.

Clearly, if T P ΦpE,Fq, then

indpTq ă 8.
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If T P ΦlpE,FqzΦpE,Fq, then

indpTq “ ´8,

and, if T P ΦrpE,FqzΦpE,Fq, then

indpTq “ `8.

In next theorem, It should be noted that in the characterization below the ideal F pEq
may be replaced by the ideal KpEq of all compact operators.

Theorem 3.9. : ([4], Theorem 1.53 . p 33)(Atkinson characterization of Fredholm operators):
If T P BpE,Fq, then T P ΦpE,Fq if and only there exist U1, U2 P BpE,Fq and finite-dimensional
operators K1 P F pEq, K2 P F pFq such that

U1T“ IE´K1 and TU2 “ IF´K2 .

In particular, T P ΦpEq if and only if T is invertible in BpEq modulo the ideal of finite-
dimensional operators F pEq .

In the following theories we will study the compact perturbations .

Lemma 3.3. : Let T P BpE,Fq and K PKpE,Fq. Then the following statements hold

1. If T P Φ`pE,Fq then T`K P Φ`pE,Fq;

2. If T P Φ´pE,Fq then T`K P Φ´pE,Fq .

§Proof:
(1). Let T P Φ`pE,Fq and let M1 be a closed subspace of E such that codimM1 ă 8

and inft }Tx} : x PM1,}x} “ 1 u “ c ą 0. Since K is compact, there exists a closed subspace

M2 Ă E with codimM2 ă8 and supt}Tx} : x PM2,}x} “ 1u ă c
2 . Set M “M1XM2. Then

codimM ă 8 and inft}pT`Kqx} : x PM,}x} “ 1u ě inft}Tx} ´ }Kx} : x PM,}x} “ 1u ě c
2 .

Hence T`K P Φ`pE,Fq.
(2). If T P Φ´pE,Fq and K PKpE,Fq, then T1 is upper semi-Fredholm and K1 is compact.

By (1), T1`K1 is upper semi-Fredholm, and so T`K is lower. semi-Fredholm.

�

Theorem 3.10. : If T P ΦpE,Fq and K PKpE,Fq, then T`K P ΦpE,Fq. Moreover

indpT`Kq “ indpTq.
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§Proof:
By Lemma 3.3, ΦpE,Fq, Φ`pE,Fq and Φ´pE,Fq are invariant under compact perturba-

tions. Let T P ΦpE,Fq. By Theorem 3.9, there exist U P BpE,Fq and K1 P KpEq such that

UT“ IE`K1. By Lemma 3.1, indpTq`indpUq “ indpIE`K1q “ 0, so indpTq “ ´indpUq. Fur-

ther, UpT`Kq “ IE`pK1`UKq, where K1`UK PKpEq, and so indpUq`indpT`Kq “ 0. Hence

indpT`Kq “ ´indpUq “ indpTq . If T P Φ`pE,FqzΦpE,Fq, then T`K P Φ`pE,FqzΦpE,Fq, and

so indpT`Kq “ indT“´8.

�

Example 3.4. :Let E “ `p, 1 ď p ď8, the space of all sequences x “ px1,x2,x3, ...q with finite
norm

}x}p “

#

p
ř8
n“1 | xn |

pq
1
p if 1ď p ď8

supně1 | xn | if p “8

we define the following operators on `p by

T0x “ p0,x1,x2,x3, ...q,

T1x “ px2,x3,x4, ...q,

T2x “ px1,
1
2
x2,

1
3
x3, ...q,

T3x “ px2,
1
2
x3,

1
3
x4, ...q,

T4x “ p0,x1,
1
2
x2,

1
3
x3, ...q.

We can see that KerT1 consists of those elements of the form

px1,0, ...q.

so that indpT1q “ 1.
The operator T0 is a Fredholm operator with indpT0q “ ´1 because T0 is injective and

RpT0q “ E0. (T0 and T1 are left and right shift operators.)
Since the operators T2,T3 and T4 are compact, it follows therefore, that T0`Ti and T1`Ti

are Fredholm operators with indpT0 `Tiq “ indpT0q “ ´1 and indpT1 `Tiq “ indpT1q “ 1,
with i “ 2,3,4.

Proposition 3.2. : Let T P BpEq, then the following assertions are equivalent:

1. T P ΦpEq ;

2. rTs is invertible element of Calkin algebra BpEq{KpEq .
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§Proof:
(1)ñ (2) . Suppose that (1) is true, then there exist S P BpEq, K1,K2 PKpEq such that

ST“ I`K1, and TS“ I`K2.

Then we have
rSs.rTs “ rSTs “ rI`K1s

“ rIsrK1s

“ I` 0

“ I.

In the same way

rTs.rSs “ rTSs “ rI`K2s

“ rIsrK2s

“ I` 0

“ I.

Hence rTs is invertible in BpEq{KpEq, with rTs´1 “ rSs
(2)ñ (1) . Suppose that (1) is true, then there exist S P BpEq such that

rTs.rSs “ rSs.rTs “ I.

Then we have

rST´ Is “ rTS´ Is “ 0,

in another way we say that ST´ I and TS´ I are compact, then we have ST´ I“K1 and

TS´ I“K2. Therefore

ST“ I`K1, and TS“ I`K2,

with K1,K2 PKpEq, then by Theorem 3.9 we conclude that T P ΦpEq.

�

Proposition 3.3. : Let T P BpEq, then we have . If T P Φ´pEq then there exists ε ą 0 such
that λI`T P Φ`pEq and αpλI´Tq is constant on the punctured neighbourhood 0 ă| λ |ă ε.
Moreover

αpλI´Tq ď αpTq f or all | λ |ă ε, (3.2)

and
indpλI´Tq “ indpTq f or all | λ |ă ε.
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§Proof:
See [6], Theorem 1.64 .p 40.

�

Analogously;

Proposition 3.4. : Let T P BpEq, then we have . If T P Φ´pEq then there exists ε ą 0 such
that λI´T P Φ´pEq and βpλI`Tq is constant on the punctured neighbourhood 0 ă| λ |ă ε.
Moreover

βpλI´Tq ď βpTq f or all | λ |ă ε, (3.3)

and
indpλI´Tq “ indpTq f or all | λ |ă ε

.

§Proof:
See [6] Theorem 1.64 .p 40.

�

Definition 3.4. : Let T P Φ˘pEq, E a Banach space. Let ε ą 0 as in (3.2) or (3.3). If T P Φ`pEq,
the jump jpTq is defined by

jpTq “ αpTq´αpλI´Tq, 0ă| λ |ă .

while, if T P Φ´pEq, the jump jpTq is defined by

jpTq “ βpTq´ βpλI´Tq, 0ă| λ |ă .

Remark 3.5. : Clearly jpTq ě 0 and the continuity of the index ensures that both definitions of
jpTq coincide whenever T P ΦpEq, so jpTq is unambiguously defined. An immediate consequence
by Proposition3.3 , Proposition3.4 and Theorem3.1 is that if T P Φ˘pEq then jpTq “ jpT1q.

In the sequel we shall denote by T8 the restriction TzR8pTq of T to the invariant

subspace R8pTq of a linear space X . Let px “ x`R8pTq be the coset corresponding to x in

the quotient space pX “ X {R8pTq. If Y is a subset of X , we set pY :“ tpy : y P Yu. Obviously
pY coincides with the quotient r pY `R8pTqs / R8pTq.
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Let xT8 : pX ÝÑ pX denote the quotient operator defined by

xT8px “ pTx, x P X .

It is easily seen that xT8 is well defined.

In the next lemma we collect some elementary properties of xT8 .

Lemma 3.4. ([4], Lemma 1.56): Let T be a linear operator on a vector space X , and assume
that αpTq ă 8 or βpTq ă 8. Then:

1. N8pxT8q “ {N8pTq;

2. R8pxT8q “ t0u.

§Proof:
(1). We know that TpR8pTqq “R8pTq. Let px P KerxT8. Then Tx PR8pTq “ TpR8pTqq.

Consider an element u P R8pTq such that Tx “ Tu. Clearly x´ u P KerT, so x “ u ` v

for some v P KerT, x P KerT`R8pTq and hence px P zKerT` {R8pTq “ zKerT. This shows the

inclusion KerxT8 Ď zKerT. The opposite inclusion is obvious, so KerxT8 “ zKerT. Similarly

KerpxT8qn “ {KerTn for every n PN, and from this the equality (1) easily follows.

(2). It is easy to check that RppTn8q “ {RpTnq for all n P N, and from we obtain that

R8ppTn8q “ {R8pTnq “ p0.

�

Lemma 3.5. ([4], lemma 1.57 ): Let T P Φ`pEq, E a Banach space. Then:

1. T8 is a Fredholm operator;

2. xT8 is an upper semi-Fredholm operator.

§Proof:
(1). Since αpTq ă 8, from Proposition 1.5 and Proposition 1.12 we have βpT8q “ 0,

and from the inclusion KerT8 Ď KerT we conclude that KerT is finite-dimensional, hence

T8 is a Fredholm operator

(2). From Lemma 3.4 we have KerxT8 “ zKerT and hence αpxT8q ă 8 . Moreover, it is

easy to see that RppT8q “ zRpTq is a closed subspace of pE, thus pT8 P Φ`ppEq.

�

Theorem 3.11. : Let T P Φ˘pEq, E a Banach space. Then jpTq “ 0 if and only if is Kato.
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§Proof:
Since RpTq is closed it suffices to show the equivalence

jpTq “ 0ôN8
pTq ĎR8pTq.

Assume first T P Φ`pEq and N8pTq ĎR8pTq. Observe first that

αpλI`Tq “ αpλI`T8q f or all λ PC.

For λ “ 0 this is clear, since KerT ĎN8pTq ĎR8pTq implies that KerT “ KerT8. For

λ‰ 0 we have, by part (2) of Corollary 1.7,

KerTĎN8
pλI`Tq ĎR8pTq,

so that KerpλI`Tq “ KerpλI`T8q.
Now, fromProposition 1.5 and Proposition 1.12 we know that βpT8q “ 0 and hence

there exists ε ą 0 such that βpλI`T8q “ 0 for all | λ |ă ε, see Lemma 2.8. From Lemma
3.4 we know that T8 is Fredholm, so we can assume ε such that

indpλI`T8q “ indpT8q f or all | λ |ă ε.

Therefore αpλI` T8q “ αpT8q for all | λ |ă ε and hence αpλI` Tq “ αpTq for all

| λ |ă ε, so that jpTq “ 0.

Conversely, suppose that T P Φ`pEq and jpTq “ 0, namely there exists ε ą 0 such

αpλI`Tq is constant for | λ |ă ε. Then

αpT8q ď αpTq “ αpλI`Tq “ αpλI`T8q f or all0ă| λ |ă ε.

But T8 is Fredholm by Lemma 3.4, and hence, see Proposition 3.3 and Proposition
3.4, we can choose ε ą 0 such that αpλI`T8q ď αpT8q for all | λ |ă ε. This shows that

αpT8q “ αpTq and consequently, N8pTq Ď R8pTq. Consider now the case that T P Φ´pEq
and jpTq “ 0. Then T1 P Φ`pE1q and jpTq “ jpT1q “ 0. From the first part of the proof we

deduce that N8pT1q ĎR8pT1q. From Corollary 1.3 it follows that KerT1n ĎRpT1nq for all

n PN, or equivalently RpTnqK Ď KerT for all n PN. Since all these subspaces are closed

then RpTnq Ě KerT for all n PN, so by Corollary 1.3 we conclude that N8pTq ĎR8pTq.

�

Theorem 3.12. : If T P Φ˘pEq then T is essentially Kato .

§Proof:
Let T P Φ˘pEq. If T is Kato then the pair pM,N q, with M “ E and N “ 0, is a Kato

decomposition which verifies the desired properties. If T is not Kato then jpTq ą 0, by
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Theorem 3.11 and hence N8pTq ĎR8pTq. Let P “
řn´1
j“0 T1jf bTn´j´1y with y P KerTn

but y R RpTq and f P KerT1n . be the non-zero finite-rank projection . P commutes

with T. The restriction T|KerP is semi-Fredholm and jpT|KerPq “ jpTq´1. Continuing this

process a finite number of times reduces the jump of the residual operator to zero.

�

Remark 3.6. : We have already noted that if T P Φ˘pEq then λI´ T is still semi-Fredholm
near 0. By Theorem 3.12 every semi-Fredholm operator is of Kato type and therefore, there exists
a punctured open disc Dε centered at 0 for which λI´T is semi-regular for all λ PDε . From
Theorem 3.11 we then conclude that if a semi-Fredholm operator has jump jpTq ą 0 then there
is an open disc Dε centered at 0 for which jpTq “ 0 for all λ PDεt0u.

Let us begin by trying to enlarge the set ΦpE,Fq of Fredholm operators to include un-

bounded ones, and going back to the concepts of the previous chapter (section 2.5) . We

can attempt to define unbounded Fredholm operators. If you recall, in , we used the closed

graph theorem (or its equivalent, the bounded inverse theorem) on a few occasions. Thus,

it seems reasonable to define Fredholm operators in the following way: Let E, F be Banach

spaces. Then the set ΦpE,Fq consists of linear operators from E to F such that

1. DpTq is dense in E;

2. T is closed;

3. αpTq ă 8;

4. RpTq is closed in F;

5. βpTq ă 8.

And the most classes bounded Fredholm theorems are valid for this expanded set of un-

bounded Fredholm operators.

Example 3.5. :we have that for function taking values in Banach space of dimension n, the deriva-
tive pTxqptq “ x1ptq : Ckpr0,1sq ÝÑ Ck´1pr0,1sq is a surjective Fredholm operator with index n,
but imposing the boundary condition f(0)= f(1)=0 produces an injective Fredholm operator

"

f P Ck
pr0,1sq | f p0q “ f p1q “ 0

*

x1ptq
ÝÑCk´1

pr0,1sq,

with index ´n.

Remark 3.7. : shows that, in a Banach space, a Fredholm operator is normally solvable.
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3.2 Some operators related to Fredholm operators

In this section, we will define some of the operators that emerged from the emergence of

Fredholm operators , or related to them.

Definition 3.5. : A Weyl operator is a Fredholm operator with null index (equivalently, a semi-
Fredholm operator with null index). Let

WpEq “
!

T P ΦpEq : indpTq “ 0
)

.

Definition 3.6. : A bounded operator T P BpEq is said to be upper semi-Weyl if T P Φ`pEq and
indpTq ď 0. T P BpEq is said to be lower semi-Weyl if T P Φ´pEq and indpTq ě 0. The set
of all upper semi-Weyl operators will be denoted by W`pEq, while the set of all lower semi-Weyl
operators will be denoted by W´pEq, and we write that

W`pEq “
!

T P Φ`pEq : indpTq ď 0
)

,

and

W´pEq “
!

T P Φ´pEq : indpTq ě 0
)

.

Hence

WpEq “W`pEqXW´pEq.

Example 3.6. : Let defined the following operator

T“

˜

U 0

0 U 1

¸

: `2
‘ `2

ÝÑ `2
‘ `2.

Where U is the unilateral shift ( U “ Tl or U “ Tr resp: U 1 “ Tr or U 1 “ Tl ). Evidently
T is Fredholm and indpTq “ indpUq` indpU 1q “ 0. Which says that T is weyl operator In the
same time is upper semi-Weyl and lower semi-Weyl.

Because weyl operators are also Fredholm operators then the most properties of section

3.1 are valid and we write this note

Notes 3.1. :

a- T is weyl operator if and only if T1 is also weyl.

b- If dimEă8 , then WpEq “ BpEq.
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c- the Fredholm Alternative can be rephrased as:

K PKpEq and λ‰ 0 ùñ λI´K PWpEq.

d- every nonzero multiple of a Weyl operator is again a Weyl operator,

T PWpEq ùñ λT PWpEq f or every λ‰ 0.

e- Every nonzero scalar operator is a Weyl operator. In fact, the product of two Weyl operators
is again a Weyl operator,

T,S PWpEq ùñ TS PWpEq.

Thus integral powers of Weyl operators are Weyl operators

T PWpEq ùñ Tn PWpEq f or every n PN0.

f- Since T P BpEq and for every compact K PKpEq,

T PWpEq ùñ T`K PWpEq.

Example 3.7. : Let E“ `p, 1ď p ď8, and we consider the operator

Tx “ p0,x3,x2,x5,x4,x7,x6, ...q.

We have KerT “ tpx1,0, ...qu and RpTq “ tp0,x1,x2,x3,x4, ...qu and indpTq “ 0. So T is
Weyl operator. we know that the operator K given by

Kx “ px1,
1
2
x2,

1
3
x3, ...q,

is compact, than the operator T`K is Weyl operator.

Let ∆pTq :“ tn PN :mě n,m PN ñRpTnqXKerTĎRpTmqXKerTu.

The degree of stable iteration is defined as dispTq :“ inf∆pTq if ∆pTq ‰ H, while

dispTq “ 8 if ∆pTq “H.



3.2. SOME OPERATORS RELATED TO FREDHOLM OPERATORS 90

Definition 3.7. : T P BpEq is said to be quasi-Fredholm of degree d if there exists a d PN

such that:

1. dispTq “ d,

2. RpTnq is a closed subspace of E for each ně d,

3. RpTq`KerTd is a closed subspace of E.

By QF pdq we denote the class of all quasi-Fredholm operators of degree d.

Theorem 3.13. : If T P BpEq then the following implication hold:

T P Φ˘pEq ùñ T quasi´Fredholm.

§Proof:
See [5] . Theorem 1.96. p 64.

�

Remark 3.8. : If T PQF pdq if and only if T1 PQF pdq.

Definition 3.8. : An operator T P BpEq, E a Banach space, is said to be B-Fredholm, (re-
spectively, semi B-Fredholm, upper semi B-Fredholm, lower semiB-Fredholm), if for some
integer n ě 0 the range RpTnq is closed and Tn is a Fredholm operator (respectively, semi-
Fredholm, upper semi-Fredholm , lower semi-Fredholm).

Example 3.8. : It is easily seen that every nilpotent operator, as well as any idempotent bounded
operator, is B-Fredholm. Therefore the class of B-Fredholm operators contains the class of Fred-
holm operators as a proper subclass.

Definition 3.9. : Let T P BpEq be semi B-Fredholm and let n PN be such that Tn is a Fredholm
operator. Then the index indpTq of T is defined as the index of Tn .

The upper semi-Fredholm operators (respectively, the lower semi-Fredholm operators)

are exactly the upper semi B-Fredholm operators (respectively, the lower semi B-Fredholm

operators) for which we have αpTq ă 8 (respectively, βpTq ă 8 ).
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Theorem 3.14. ([5], Theorem 1.114): Let T P BpEq . Then we have:

1. T is upper semi B-Fredholm and αpTq ă 8 if and only if T P Φ`pEq;

2. T is lower semi B-Fredholm and βpTq ă 8 if and only if T P Φ´pEq.

§Proof:
(1). If T is upper semi B-Fredholm then there exists an n PN such that RpTnq is closed

and Tn is upper semi-Fredholm. Since αpTq ă 8 then αpTnq ă 8 hence Tn is upper

semi-Fredholm. From the classical Fredholm theory then T is also upper semi-Fredholm.

The converse is obvious.

Part (2) may be proved in a similar way.

�

Corollary 3.3. : If T P BpEq is injective and upper semi B-Fredholm then T is bounded below.

Remark 3.9. : Every semi B-Fredholm operator is quasi- Fredholm.

Definition 3.10. : A Browder operator is a Fredholm operator with finite ascent and finite de-
scent. Let BpEq denote the class of all Browder operators from BpEq:

BpEq “
!

T P ΦpEq : ascpTq ă 8 and dscpTq ă 8
)

;

equivalently, according to Theorem 1.5:

BpEq “
!

T P ΦpEq : ascpTq “ dscpTq ă 8
)

;

We say that also an operator T is upper semi-Browder if it is upper semi-Fredholm and

has finite ascent , denoted by

B`pEq “
!

T P Φ`pEq : ascpTq ă 8
)

.

Similarly, T is lower semi-Browder if it is lower semi-Fredholm and has finite descent ,

denoted by

B´pEq “
!

T P Φ´pEq : dscpTq ă 8
)

.

Remark 3.10. : by Theorem 3.1 and Proposition 3.1 , we can conclude that :

T is upper semi-Browder ô T1 is lower semi-Browder;
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T is lower semi-Browder ô T1 is upper semi-Browder;

T is Browder ô T1 is Browder.

Example 3.9. : By Example 1.3 and Example 1.4 , the right shift operator is upper-semi-
Browder and the left shift operator is lower-semi-Browder, but they are not Browder.

Proposition 3.5. ([19], Proposition 8): Let T P BpEq. Then:

1. T is upper semi-Browder if and only if RpTq is closed and dimN8pTq ă 8;

2. T is lower semi-Browder if and only if codim R8pTq ă 8;

3. T is Browderif and only if dimN8pTq ă 8 and codim R8pTq ă 8.

§Proof:
(1). If T is upper semi-Browder, then RpTq is closed and k “ αpTq ă 8. Since Tk is

upper semi-Fredholm, we have dimN8pTq “ dimKerTk ă8.

Conversely, if RpTq is closed and dimN8pTq ă 8, then T is upper semi-Fredholm.

Further, KerT Ă KerT2 Ă ... ĂN8pTq, and so there exists k with KerTk`1 “ KerTk. Hence

αpTq ă 8.

The remaining statements can be proved similarly.

�

Lemma 3.6. ([19], Lemma 9): Let T P BpEq. be upper semi-Browder and Kato. Then T is
bounded below. If T is lower semi-Browder and Kato, then T is onto.

§Proof:
Suppose that there exists a non-zero vector x0 P KerT. Since KerT Ă RpTq, there exists

x1 P E such that Tx1 “ x0. Further, x1 P KerT2 Ă RpTq and we can construct inductively

vectors xi P E satisfying Txi “ xi´1pi ě 1q. It is easy to show that the vectors xi are linearly

independent and xi PN8, a contradiction with Proposition3.5.

The second statement can be proved by duality.

�

The following theorem shows that the relation between quasi-nilpotent part, analytic

core , semi Fredholm and Browder operators, With λ0 is isolated point of σpTq .



3.2. SOME OPERATORS RELATED TO FREDHOLM OPERATORS 93

Theorem 3.15. : Let λ0 be an isolated point of σpTq. Then the following assertions are equiva-
lent:

1. λ0I´T P Φ˘pEq;

2. λ0I´T PBpEq;

3. H0pλ0I´Tq is finite-dimensional;

4. Kpλ0I´Tq is finite-codimensional.

§Proof:
See [6], Theorem 2.66 . p 86.

�

Proposition 3.6. ([34], Proposition 3.7.1): Let T P BpEq be an arbitrary operator on a Banach
space E, and letMĎ E be a T-invariant closed linear subspace of finite codimension in E. Then
T is a Fredholm operator on E if and only if TzM is a Fredholm operator on M. Moreover, in
this case, indpTq “ indpTzMq .

§Proof:
Choose a projection P P BpEq with range M, and observe that I´ P projects onto the

finite-dimensional space KerP . Since TpI´P q is a finite-rank operator, and T“ TP`TpI´P q
, it follows that T is a Fredholm operator precisely when TP is Fredholm, and that, in this

case, indpTq “ indpTP q. Moreover, it is readily seen that

KerpTP q “ KerpTzMq‘KerP and RpTq “ pTzMqpMq.

Consequently, TP and TzM are simultaneously Fredholm operators, and, when they

are, they will have the same index.

�

We saw in the previous chapter that Kato type operators admit a generalised Kato de-

composition and Kato proved that a bounded Fredholm operator is of Kato type, then semi-

Fredholm operators also admit a generalised Kato decomposition. We saw also that Weyl

operators are Fredholm with zero index then it have a generalised Kato decomposition .

Browder operator admit a generalised Kato decomposition, if T is Browder operator,

then T“ T1‘T2 with T1 is invertible and T2 is nilpotent operator.
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Quasi-Fredholm operator. In Hilbert spaces, this class coincide with Kato type operators,

when there exist a pair of closed subspaces pM,N q of H such that H “ M ‘ N and

TpMq ĂM and TzM is Kato operator, TpN q Ă N and TzN is nilpotent operator. the pair

pM,N q is said to be Kato decomposition of T. the same decomposition exists also for quasi-

Fredholm operators on Banach spaces under the additional assumption that the subspaces

RpTdqXKerT and RpTq`KerTd are complemented .

3.3 Essential Fredholm , Browder and Weyl spectrum

We assume in this section that E is an infinite-dimensional Banach space (for finite-dimensional

spaces all results would be trivial). In Section 3.1 we showed that the sets of all Fredholm,

upper (lower) and left (right) semi-Fredholm operators in E form regularities.

An element a in a unital algebra A left invertible if there is an element a` in A (a left

inverse of a) such that a`a“ 1 where 1 stands for the identity in A and it is right invertible

if there is an element ar in A (a right inverse of a) such that a ar “ 1. An element a in A
is invertible if there is an element a´ 1 in A (the inverse of a) such that a´1a“ aa´1 “ 1.

Thus a in A is invertible if and only if it has a left inverse a` in A and a right inverse ar
in A , which coincide with its inverse a´1 in A (since ar “ a`a ar “ a`)

Recall that the corresponding spectra - the essential spectrum, essential approximate point

spectrum, essential surjective spectrum and left (right) essential spectrum , – were defined

by

σef pTq “
!

λ PC : λI´T R ΦpEq
)

,

σuf pTq “
!

λ PC : λI´T R Φ`pEq
)

,

σlf pTq “
!

λ PC : λI´T R Φ´pEq
)

,

σlepTq “
!

λ PC : λI´T is not lef t essentially invertible
)

,

σrepTq “
!

λ PC : λI´T is not right essentially invertible
)

.

the Weyl spectrum defined by:

σwpTq :“
!

λ PC : λI´T RWpEq
)

,

the upper semi-Weyl spectrum defined by
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σuwpTq :“
!

λ PC : λI´T RW`pEq
)

,

and the lower sem-Weyl spectrum defined by

σlwpTq :“
!

λ PC : λI´T RW´pEq
)

.

Of course, also the classes of Browder operators generate spectra.

The Browder spectrum defined by

σbpTq :“
!

λ PC : λI´T RBpEq
)

,

the upper semi-Browder spectrum defined by

σubpTq :“
!

λ PC : λI´T RB`Eq
)

,

and the lower semi-Browder spectrum defined by

σlbpTq :“
!

λ PC : λI´ mathbf T RB´pEq
)

.

Proposition 3.7. : Let T P BpEq. Then σuf pTq Ă σlepTq, σlf pTq Ă σrepTq, σef pTq “ σlepTq Y
σrepTq “ σuf pTqY σlf pTq.

§Proof:
All statements with the exception of the last one are trivial.

�

It is easy to find an example of operator for which σuf pTq ‰ σlf pTq

Example 3.10. : Let T be defined on `2 by

Tx “ px1,0,x2,0,x3,0, ...q,

obviously, T is injective with closed range of infinite-codimension, so that 0 P σlf pTq but
0 R σuf pTq.

Definition 3.11. : Let T P BpEq. The essential spectral radius of T is defined by repTq “
max| λ |: λ P σef pTq and the essential norm by }T}e “ inf }T`T} : T PKpEq.



3.3. ESSENTIAL FREDHOLM , BROWDER AND WEYL SPECTRUM 96

Clearly, }T}e is the norm of the class T`KpEq in the Calkin algebra BpEq{KpEq, and

σef pTq is the spectrum of the class T`KpEq in this algebra.

Proposition 3.8. : Let T P BpEq. Then we have that:

σef pTq Ă σpTq.

§Proof:
If T P BpEq and λ PK , suppose that λ R σpTq , then there exist S P BpEq such that

SpλI´Tq “ pλI´TqS.

Hence

rSs.rλI´Ts “ rSpλI´Tqs “ rIs “ I

and

rλI´Ts.rSs “ rpλI´TqSs “ rIs “ I.

Then we have

rSs.pλI´ rTsq “ pλI´ rTsq.rSs “ I.

Thus, we proved that λ R σef pTq, so the proof is complete and σef pTq Ă σpTq.

�

Remark 3.11. : Clearly all spectra σef , σuf , σlf , σle and σre are invariant with respect to
compact perturbations. Thus

σef pTq Ă
č

!

σpT`Kq : K PKpEq
)

;

σuf pTq Ă
č

!

σuf pT`Kq : K PKpEq
)

;

σlf pTq Ă
č

!

σlf pT`Kq : K PKpEq
)

;

σlepTq Ă
č

!

σlepT`Kq : K PKpEq
)

;

σrepTq Ă
č

!

σrepT`Kq : K PKpEq
)

.

Example 3.11. : Going back to Example3.7, we have σwpT`Kq “ σwpTq.
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The results of the following theorem easily follows from duality.

Theorem 3.16. ([6], Theorem 4.1 ): Let T P BpEq. Then we have:

1. σwpTq “ σwpT1q,

2. σuwpTq “ σlwpT1q, and σlwpTq “ σuwpT1q.

Moreover,
σwpTq “ σuwpTqY σlwpTq.

Theorem 3.17. ([6], Theorem 4.3 ): Let T P BpEq. Then we have:

1. σbpTq “ σbpT1q,

2. σubpTq “ σlbpT1q, and σlbpTq “ σubpT1q.

Moreover,
σbpTq “ σubpTqY σlbpTq.

Now let us defined some of the spectre classes, accompanying the various concepts stud-

ied above, through this note.

Notes 3.2. : Let T P BpEq, E a Banach space:

a- The Kato spectrum : σkpTq
!

λ PC : λI´T is not Kato
)

,

b- The essentially Kato spectrum : σekpTq
!

λ PC : λI´T is not essentially Kato
)

,

c- The Kato-type spectrum : σktpTq
!

λ PC : λI´T is not Kato type
)

,

d- The generalaised Kato spectrum :

σgkpTq
!

λ PC : λI´T does not admit a generalized Kato decomposition
)

,

e- The Saphar spectrum : σsapTq
!

λ PC : λI´T is not Saphar
)

,

f- The essentially Saphar spectrum :σesapTq
!

λ PC : λI´T is not essentially Saphar
)

,

g- The descent spectrum : σdpTq
!

λ PC : dscpλI´Tq “ 8
)

,

h- The ascent spectrum : σapTq
!

λ PC : ascpλI´Tq “ 8
)

,

i- The approximate point spectrum : σappTq
!

λ PC : λI´T is not bounded below
)

,
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j- The surjectivity spectrum : σsrjpTq
!

λ PC : λI´T is not surjective,
)

.

k- The upper B-Fredholm spectrum : σsrjpTq
!

λ PC : λI´T is not upper B´Fredholm,
)

.

l- The lower B-Fredholm spectrum : σsrjpTq
!

λ PC : λI´T is not lower B´Fredholm,
)

.

m- The B-Fredholm spectrum : σsrjpTq
!

λ PC : λI´T is not B´Fredholm,
)

.

:
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CONCLUSION

The main thrust of this thesis is in the spirit of the Fredholm theory and operator

theory; its aime to give a survey of various characteristic perturbation properties of different

notions of Fredholm and semi Fredholm operators , we also provided a detailed study of the

Kernel , the range , the nullity , the deficiency , ascent and descent of an operator in order

to build a coherent and integrated work. And we have seen that we have to study the theory

of operators with closed range , and the most classes of operators that enter into the same

context. We give also a survey of various characteristic of different notions of essential

spectrum of different class operator ( Fredholm, semi-Fredholm, weyl, Browder and quasi-

Fredholm ...ect).
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